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PREFACE

A book like this has more origins than authors. For me it grew out
of the experience of teaching advanced undergraduate-graduate sem-
inars on the sociology of scientific knowledge. During the second
half of the 1980s, it dawned on me that while a growing number of
studies were commonly discussed under this rubric, there were im-
portant and fascinating differences between them. Especially my
own interests moved further away from traditional studies that
could properly be labeled as studies of scientific knowledge and to-
ward a newer genre that took scientific practice as its organizing
theme. And this created a problem for teaching. Which texts should
1 choose to represent the differing approaches to science-as-practice
pursued by the leading authors? And how could I bring the tension
between studies of science-as-knowledge and science-as-practice
into focus when, as it happened, the two schools chose to concen-
trate upon what they held in common, at least in print?

The solution I came up with was to invite the authors that I was
already discussing in class to contribute to a volume of original es-
says, with the suggestion that they write either to exemplify their
own understandings of scientific practice or, by confronting other
authors or positions, to bring out what is at stake in a focus on
knowledge or practice. Not all were in a position or wanted to com-
ply, of course; conversely, new contributors joined in, and taxing
choices had to be made as the project took shape. But at any rate,
the stars seem to have been in an appropriate alignment, and the
present volume is the result. Part 1 maps out a range of key positions
in the analysis of practice, and part 2 lays out key debates across its
edges, especially, though not exclusively, with studies of science-as-
knowledge.

For the depth, coherence, balance, and range which I judge this
book to possess, I offer my profound thanks to all of the contribu-
tors. Mike Lynch, Harry Collins, and Steven Yearley deserve par-
ticular thanks for opening up new debates which will, I suspect, be
of central concern in science studies for some time to come. I might
add that seeing one of these debates into print has called forth dip-

vii



PREFACE

lomatic skills that have not hitherto been a feature of my own prac-
tice: perhaps one day I will use them again. For their advice and
support and their encouragement in seeing the project through its
darker hours, I thank Mary Wallace and especially Susan Abrams of
the University of Chicago Press. I thank the History and Philosophy
of Science Program of the National Science Foundation for a grant
(DIR-8912095) which supported in part my editorial work and sub-
stantive contributions to the volume. And finally, I thank Thomas
for keeping me awake while all this was going on.

Andrew Pickering
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1

From Science as Knowledge to Science as Practice

Andrew Pickering

The early 1970s saw the emergence of a new approach to think-
ing about science. The sociclogy of scientific knowledge—SSK for
short—differentiated itself from contemporary positions in the phi-
losophy and sociology of science in two ways. First, as its name
proclaimed, SSK insisted that science was interestingly and consti-
tutively social all the way into its technical core: scientific knowl-
edge itself had to be understood as a social product. Second, SSK was
determinedly empirical and naturalistic. Just how scientific knowl-
edge was social was to be explored through studies of real science,
past and present. The apriorism of normative philosophical stereo-
types was to be set aside. During the 1970s, the conceptual and geo-
graphical map of $SK remained simple and readily surveyed. Its twin
centers were Edinburgh and Bath. In Edinburgh the writings of Barry
Barnes (1974, 1977, 1982}, David Bloor {1976, 1983}, and Steven
Shapin {1979, 1982, Barnes and Shapin 1979} laid out the macroso-
cial approach to SSK, seeking to trace causal connections between
classical sociological variables, typically the “interests” of relevant
groups, and the content of the knowledge sustained by those groups.
In Bath, Harry Collins pioneered a more microsocial appreach {sum-
marized in Collins 1985]. His studies of scientific controversies
aimed to display the production of consensual knowledge as the out-
come of- - contingent ‘“‘negotiations” between scientific actors. Of
course there was considerable commerce between Bath and Edin-
burgh—the controversy study became a favored empirical genre
north of the border, and Collins tended to defer to Edinburgh as far
as macrosocial effects were concerned—and as the field grew, other
centers of SSK emerged, most notably the group around Michael
Mulkay in York. Nevertheless, the map remained simple to read.
This situation started to change in the late 1970s. New ap-
proaches appeared in England and abroad whose concerns clearly
overlapped with SSK, but whose precise relation to SSK remained
problematic. One key landmark was the appearance in 1979 of the
first book-length ethnographic study of Laboratory Life, by Bruno

1
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Latour and Steve Woolgar. The inspiration and fieldwork for this
study came from the French author, who had no evident prior affilia-
tion to SSK. The next laboratory-life book was The Manufacture of
Knowledge (1981}, produced by another continental independent,
Karin Knorr Cetina. At the same time, in the United States, Harold
Garfinkel, Michael Lynch, and Eric Livingston began to bring their
distinctively ethnomethodological perspective to bear upon what
goes on in the laboratory {and in mathematics} {Lynch, Livingston,
and Garfinkel 1983, Lynch 1985, Livingston 1986}; philosophers of
science—Ian Hacking {1983}, Nancy Cartwright {1983}, Arthur Fine
{1986}—began to develop a new empirically informed approach
within their discipline that seemed to intersect in interesting ways
with S§SK; the Tremont group were developing their pragmatist and
symbolic interactionist perspective on science studies {Fujimura,
Star, and Gerson 1987}, and an anthropologist, Sharon Traweek
{1988}, was studying the particle physicists at the Stanford Linear
Accelerator Center. Back in England, the discourse analysis program
of Mulkay and Nigel Gilbert {Gilbert and Mulkay 1984} led, in the
texts of Mulkay (1985}, Woolgar {1988], and Malcolm Ashmore
[1989), into “reflexivity” and “new literary forms’’—genres that
turned the techniques of 8K back on itself. On the continent again,
Bruno Latour {1987, 1988] went his own way, articulating an “actor
network” approach to science studies in collaboration with Michel
Callon, thus founding the “Paris School.” And so on.

By the late 1980s, then, a variety of SSK-like approaches to under-
standing science were on the table, united by a shared refusal of
philosophical apriorism coupled with a sensitivity to the social di-
mensions of science, but differing at the same time along many axes.
And in one sense this collection of essays continues the 1980s tra-
dition of periodic surveys that aim to provide an overview of where
and what the action is {Knorr Cetina and Mulkay 1983; Law 1986).
But the time is past when one could entertain the idea of a compre-
hensive survey of SSK and its younger relatives, and this book aims
instead to foreground what I take to be the key advance made by
science studies in the 1980s. This is the move toward studying sci-
entific practice, what scientists actually do, and the associated move
toward studying scientific culture, meaning the field of resources
that practice opetates in and on.! Now I must explain what I think
is at stake.

1. Since terms like ‘practice” and “culture” enjoy 2 rich and varied range of asso-
ciations that differ from audience to audience, some preliminary clarification may be
useful here. Centrally at issue is the constructivist insight that doing science is real

2
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0Oddly enough, while science has always commanded a consider-
able audience, scholars have traditionally shown little direct inter-
est in scientific practice. Their primary concern has always been
with the products of science, especially with its conceptual product,
knowledge. Thus, for instance, for most of the twentieth century
Anglo-American philosophy of science has revolved around ques-
tions concerning scientific theory and facts and the relation between
the two. This is true not only of the logical-empiricist mainstream
and its contemporary variants (for a review, see Suppe 1977) but
even of many of the philosophers who have opposed mainstream
thought, Paul Feyerabend (1975, 1978} and Norwood Russell Hanson
(1958}, for example. Until very recently, only isolated instances of a
sustained interest in practice were to be found within the philo-
sophical tradition: Ludwik Fleck ({1935}, Michael Polanyi {1958),
Thomas Kuhn {1962). This is not, of course, to say that we cannot
extract some image of scientific culture and practice from analyses
of science-as-knowledge if we try; and 1 want to indicate how this
works for SSK.2

As its name suggests, the primary problematic of the sociology of
scientific knowledge is that of science-as-knowledge, and its defin-

work and that real work requires resources for its accomplishment. Throughout this
essay, “culture” denotes the field of resources that scientists draw upon in their work,
and “practice” refers to the acts of making {and unmaking) that they perform in that
field. “Practice’” thus has a temporal aspect that “culture” lacks, and the two terms
should not be understood as synonyms for one another: a hammer, nails, and some
planks of wood are not the same as the act of building 2 dog kennel—though a com-
pleted dog kennel might well function as a resource for future practice [training a
dog, say!. I repeatedly seek to exemplify my sense of “practice” and “culture” in
the remainder of this essay: see n. 2 on logical empiricistm, the discussion of 88K
that follows that note, my introduction to Hacking’s essay, and so on. It might also
be useful to emphasize that my usage of “culture’” here is a deflationary one. It
encompasses all of the resources, many of them humble and mundane, that scientists
deploy and transform in their practice {see the discussion of the patchiness and
heterogeneity of scientific culture below). It is not a way of gesturing at grand, all-
encompassing worldviews, for example, or at big cultural currents that flow between
science and the outside world—though neither is it 2 way of denying that unifying
characterizations of entire cultures might also be perspicuous on occasion (see
chap. 2, n. 2, for some thoughts on this point}.

2. For the logical empiricist, say, scientific culture consists in a field of knowledge
and knowledge claims, and scientiftc practice consists in the appraisal of conceptual
knowledge claims against observational knowledge, an appraisal ideally governed by
some logic or method. The disappointing result of carrying this exercise through
for modern pragmatist philosophy is indicative of the general lack of interest in
exploring practice itself {see, for example, Goodman 1978, Quine 1980, and Rorty
1979, 1982).
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ing mark is its insistence that scientific knowledge is constitutively
social. SSK’s perspective on knowledge is, however, typically under-
written by a particular vision of scientific practice that goes broadly
as follows [David Bloor [chap. 8] elaborates a little in his essay here;
the best extended discussion is in Barnes 1982; see also Collins
1985). Since the central problematic of SSK is that of knowledge, the
first move is to characterize the technical culture of science as a
single conceptual network, along the lines suggested by the philoso-
pher of science Mary Hesse {1980}. Concepts at differing levels of
abstraction within the net are said to be linked to one another by
generalizations of varying degrees of certainty, and to the natural
world by the piling up of instances under the headings of various
observable terms. When scientific culture is specified in this way,
an image of scientific practice follows: practice is the creative exten-
sion of the conceptual net to fit new circumstances. And here SSK,
following Ludwig Wittgenstein {1953] and Thomas Kuhn {1962}, in-
sists on two points. First, that the extension of the net is accom-
plished through a process of modeling or analogy: the production of
new scientific knowledge entails seeing new situations as being
relevantly like old ones. And second, that modeling is an open-
ended process: the extension of scientific culture, understood still
as a single conceptual net, can plausibly proceed in an indefinite
number of different directions; nothing within the net fixes its fu-
ture development.

The openness of practice captured in this observation creates a
problem for SSK, as it did for Kuhn earlier. Why doesn’t scientific
culture continually disintegrate as scientific actors develop it in the
myriad different ways that are conceivable in principle? How is clo-
sure—the achievement of consensus on particular extensions of cul-
ture—to be understood? Here comes the move that justifies the §
for “sociology” in SSK. SSK emphasizes the instrumental aspect of
scientific knowledge and the agency of scientific actors: knowledge
is for use, not simply for contemplation, and actors have their own
interests that instruments can serve well or ill. Introduction of the
distinctively sociological concept of interest serves to solve the
problem of closure in two ways. On the one hand, actors can be seen
as tentatively seeking to extend culture in ways that might serve
their interests rather than in ways that might not. And on the other
hand, interests serve as standards against which the products of such
extensions, new conceptual nets, can be assessed. A good extension
of the net is one that serves the interest of the relevant scientific
community best. Here, then, is the basic SSK account of practice,
and with this in hand we can return to the starting point—the

4
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problematic of science-as-knowledge—and articulate a position: sci-
entific knowledge has to be seen, not as the transparent representa-
tion of nature, but rather as knowledge relative to a particular
culture, with this relativity specified through a sociological concept
of interest.3

Various points relevant to the present volume can now be made.
Positively, we can note that the SSK account of scientific practice is
a plausible one and quite sufficient to SSK's avowed purpose in iso-
lating and expressing a particular social-relativist appreciation of
scientific knowledge. It says enough about practice to make clear
and credible what SSK'’s position on knowledge is. Negatively, taken
seriously as an image of practice and culture rather than as an aid to
thinking about knowledge, SSK’s account is thin, idealized, and re-
ductive. The representation of scientific culture as a single concep-
tual network, and of practice as an open-ended process of modeling
structured by interest, does not offer much purchase upon the com-
plexities evident in the nearest laboratory. SSK simply does not offer
us the conceptual apparatus needed to catch up the richness of the
doing of science, the dense work of building instruments, planning,
running, and interpreting experiments, elaborating theory, negoti-
ating with laboratory managements, journals, grant-giving agencies,
and so on. To describe practice as open and interested is at best to
scratch its surface. And here a difference of opinion looms—the
difference of opinion, actually, that is highlighted in the arguments
of part 2 below.

One response to the thinness of abstract discussions of practice
in SSK is to try to enrich them through empirical study, and this has
been a main line of development within SSK. Thus, for example, in
empirical studies, the material dimension of scientific practice,
largely absent from the SSK story as just rehearsed, has been rein-
troduced, and to great effect. The recent interest of historians and
philosophers of science in instruments, experiment, and fact pro-
duction is in part at least a consequence of such studies undertaken
within SSK {Gooding, Pinch, and Schaffer 1989). It is worth noting,

3. This is the best-known version of the SSK account of closure, developed in
Barnes {1977, 1982} and exemplified in the empirical studies of Shapin {1979, 1982}
and Donald MacKenzie {1981]. An alternative macrosocial approach is Bloor’s {1983]
“grid-group” theory that builds upon the work of Mary Douglas. Collins’s studies
focus on the contingencies of microsocial negotiations between the parties to contro-
versy, but he too moves to an image of interests bearing upon a conceptual network
when reviewing the general features of his approach {Collins 1985, chap. 6!. These
differences are not central to the remarks that follow, though they should be borne
in mind.
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however, that the material world as it appears within SSK tends to
remain harnessed to the overall reductive picture. In Shapin’s {1979)
classic study of the Edinburgh phrenoclogy dispute, for example, the
open-ended development of material techniques as well as concep-
tualizations is represented as structured by the interests of the com-
peting groups. As an exemplary work in SSK, Shapin’s story revolves
around interests and their relation to knowledge, and the material
dimension of science appears as yet more documentation of the SSK
thesis of social relativity.

An alternative response to the thinness of SSK’s abstract image of
science is more to the point here. It is to question whether analytic
repertoires developed in the service of a problematic of knowledge
can serve as the primary basis for understandings of practice. And it
is, I think, fair to say that most scholars who have taken it as their
task to get to grips with scientific practice in some detail have found
that they cannot. Put simply, talk of conceptual nets and interests
does not seemn terribly perspicuous when confronted with the intri-
cacies of practice. Instead, the authors in part 1 of this volume
and several in part 2 have sought to devise new conceptual frame-
works, frameworks built out of concepts that speak directly to prac-
tice rather than to arguments concerning science-as-knowledge.*
Examples of such frameworks are described, argued about, and put
to various uses in the essays that follow. I will talk about them fur-
ther in 2 moment, but first a question needs to be addressed. Why
bother? Given that the science-as-knowledge traditions can already
offer a range of images of culture and practice adequate to their pur-
poses, why plunge into the complexity of actual science and struggle
to create new images? Here are some answers:

+ The attempt to understand scientific practice is interesting in
its own right and also bears directly upon the development of
critical and policy-oriented perspectives on science, on the con-
cerns of cognitive science, and so on. From the latter standpoints,

4, T must emphasize that empirical studies within SSK do not, of course, simply
enforce the abstract SSK analysis outlined above. As empirical studies they go beyond
that picture {often, it seems to me, in ways that challenge it]. There is therefore much
ta be learned about practice from SSK studies, including, for example, Shapin’s study
just mentioned. What is challenged in studies of scientific practice is $5K' analytic
framework, both in itself and as an organizing problematic for research. Concerning
the latter, the problematic of finding social explanations for distributions of belief
serves to foreground and thematize certain features of science at the expense of oth-
ers. Studies of scientific practice foreground features of science that fade into the
background from the viewpoint of §5K.
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what scientists do is just as important as the knowledge they
produce.

All of the stock appreciations of scientific knowledge—as objec-
tive {logical empiricism), as relative to culture (Kuhn, Feyerabend),
as relative to interests [SSK]—can be translated into particular
understandings of scientific practice. We can move in the opposite
direction too, and it is an interesting challenge to read new un-
derstandings of practice back into the problematic of knowledge.
The essays that follow achieve all sorts of interesting effects by
doing just this. Likewise we can read studies of practice back into
social theory and historiography.

The study of practice can have far-reaching implications for dis-
ciplinarity. To see this, we can note that the images of practice
sustained within the science-as-knowledge traditions typically
have the quality of distinctively disciplinary reductions. Thus
positivist philosophy of science {in a broad sense} seeks to repre-
sent scientific practice as the operation of reason and in that act
identifies itself as philosophy: talking about reason is a character-
istic task of philosophers. Likewise SSK's causal arrow from the
social to the technical locates it securely in the professional field
of sociology. In contrast, there is no guarantee that in seeking to
understand practice in its own right we will arrive at concepts
proper to any discipline, traditionally understood. Again, several
of the essays that follow suggest that the study of practice works
to undermine traditional disciplinary reductions. At stake here,
then, are not just technical arguments within philosophy, social
theory, historiography, and so on, but challenges to the very dis-
ciplinary frameworks and boundaries within which technical ar-
gument is conducted. It is worth noting, though, that to say that
traditional disciplinary conceptualizations and boundaries are put
under pressure in the study of science-as-practice is not to point
to an anarchic disintegration of scholarship. The reverse, if any-
thing, is the case. The confluence of philosophers, historians, so-
ciologists, and anthropologists exemplified in this volume points
to the possibility of 2 new, wide-ranging, and for once genuine
multidisciplinary synthesis in science studies. If philosophers, so-
ciologists, and so on tend to lose the clarity of their disciplinary
identities in this synthesis, it is no great loss.

It is probably too mild a formulation to describe the conceptual-
izations challenged in studies of scientific practice as disciplinary
ones. In fact they are central to modern thought in general. As
many of the essays that follow seek in different ways to convey,
such basic distinctions as subject:object and nature:society are

7
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put into question. And this brings me to the last degree of selec-
tivity implicit in this book: the contributions that follow are
intended to foreground this point. To question such taken-for-
granted distinctions is by definition a trademark of “postmodern”
thought—though none of the contributors actually uses the word
{see Galison 1990, Haraway 1985, Latour 1990; Rouse 1991). Here
there is an opportunity for alliances and arguments that extend
far beyond the field of science studies.

Positions

The essays that follow can speak for themselves. I want just to pro-
vide a brief overview of their contents, of how they fit together, and
of how they bear upon the issues just raised. The volume is divided
into two parts. Part 1, “Positions,” contains self-contained pieces
that aim to represent individual perspectives on practice. The first
contributor is Ian Hacking, whose Representing and Intervening
{1983) was a landmark in its attempt to shift the focus of the phi-
losophy of science toward practice, to emphasize that science is do-
ing |intervening) as well as knowing [representing). I want to discuss
his essay on “The Self-Vindication of the Laboratory Sciences”
{chap. 2] at some length because it isolates and clarifies some impor-
tant themes that run through this volume. Hacking begins by chal-
lenging conventional reductive representations of scientific culture.
Where the science-as-knowledge traditions routinely think of sci-
entific culture as a single unitary entity—a conceptual network
in SSK, a theory in positivist philosophy, a paradigm for Kuhn—
Hacking insists on the multiplicity, patchiness, and heterogeneity
of the space in which scientists work. Scientific culture is made up
of all sorts of bits and pieces—material, social, conceptual—that
stand in no necessary unitary relation to one another.s This is a re-
curring refrain in studies of science-as-practice, and Hacking drives
it home by offering a taxonomy of disparate and distinguishable cul-
tural elements that figure in laboratory practice. There are fifteen

5. The multiplicity of scientific culture is not, strictly speaking, news to SSK or
to history, philosophy, and socielogy of science more generally. Nevertheless, very
little has traditionally been made of it within SSK; it is an aspect of science that tends
to disappear within abstract discussions {see the previous note on “backgrounding”).
Attention was first systematically drawn to the importance of thinking abour the
patchiness of culture for understanding scientific and technological practice in the
“actor network” approach of Michel Callon and Bruno Latour (see, for example, Cal-
lon 1980, Latour 1987, and Law 1987; see also Smith 1988 for a similar perspective
in literary theory).
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elements on Hacking’s list—broken down under three headings:
“ideas,” “things,” and “marks’’—and Hacking insists that the list is
not exhaustive, even if we confine our attention to the technical
culture of science as he does.

This once more invites the question, why bother? Why is Hack-
ing investing so much energy in thinking through these distine-
tions? The answer is that to observe the multiplicity of culture is to
open a new space for thinking about practice. If we go back for a
moment to SSK’s analysis of practice, the following chain of reason-
ing is clear. SSK insists on the openness of extension of a single
conceptual net. Nothing in that net decides how it is to be extended
into the future. Therefore something else must determine closure,
and that something else, for SSK, is interest. In contrast, if we rec-
ognize the multiplicity of the technical culture of science, any
number of somethings else beside interest become available to ex-
plain closure: any single cultural element may be open-endedly
extended, but the task of fitting various extensions together, of
bringing disparate elements into association, is not. As Hacking
points out, Duhem-type problems continually arise and have to be
managed in practice: particular cultural clements projected in par-
ticular ways fail to fit together as desired. Experiments, not to put
too fine a point on it, go wrong all the time. To successfully engineer
an association of disparate cultural elements is, then, a nontrivial
achievement that can itself be taken as the explanation of a degree
of closure in scientific practice, of a limit where practice can rest
{temporarily, at least]. And this is the image of scientific practice
that Hacking offers us: the production of instruments, facts, phe-
nomena, and interpretations in the laboratory is precisely the hard,
uncertain, and creative work of bringing together the kinds of dis-
parate cultural elements that he lists.

So what? Well, to return to the first item in my list of reasons for
studying practice, one accomplishment of Hacking’s essay is just
that it outlines a new vision of what practice is like, a vision differ-
ent not only from that supported by SSK but from all of the images
that emerge from studies of science-as-knowledge. Further, Hack-
ing’s analysis takes us straight into the temporality of practice—the
realm of real-time struggles to make things work—that conspicu-
ously escapes other accounts.® But Hacking is not content to come

6. Again I should emphasize ¢that the temporality of practice is not totally edited
out of empirical studies in $SK: Collins’s study of laser building, for example, speaks
directly to this topic; but again, what one learns there about temporality is back-
grounded in the genera!l discussion that follows {Collins 1985; compare chaps. 3
and 6}.
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up with a new and improved understanding of practice, and he there-
fore makes the second move on my list, reading his analysis of prac-
tice back into the traditional problematic of knowledge. Hacking’s
account of practice as the mutual adjustment of cultural elements
leads directly to his notion that stable sciences are artfully contrived
“self-vindicating” constellations of instrumental and interpretative
procedures, natural phenomena, and theoretical understandings.
And according to Hacking, there is no reason to suppose that such
cultural packages are necessarily unique. He believes that they are
not and thus arrives at a full-blooded articulation of the incommen-
surability of different stable sciences. He agrees with Kuhn {1962}
and Feyerabend ({1975]) that different stable sciences constitute dif-
ferent worlds, but importantly, he rejects the tendency in Kuhn and
especially in Feyerabend to reduce the difference to one of theory
(another classic disciplinary reduction). There is no causal arrow
from theory to observation in Hacking’s account. In accord with the
slogan of Representing and Intervening that “experiment has a life
of its own,” Hacking denies that theory has any special priority in
the self-vindication that concerns him, New instruments, for ex-
ample, are just as likely to issue in new stable sciences as new
theory. Hacking’s discussion of incommensurability thus offers a
challenge to the theory-obsessed philosophical discussions of the
topic over the past thirty years. This is a nice example of how atten-
tion to practice can rejuvenate and transform debates begun in the
philosophy of science-as-knowledge.

David Gooding’s Putting Agency back into Experiment” (chap.
3} offers detailed exemplification of the processes of mutual adjust-
ment of cultural elements in experimental practice that Hacking
refers to. Gooding reconstructs the trajectory of Giacomo Morpur-
go’s recent quark-search experiments and, drawing upon his re-
search over the past decade {Gooding 1990}, Michael Faraday’s route
to the prototypical electric motor. In both instances, Gooding puts
to work his new diagrammatic system for getting to grips with the
temporality of practice, foregrounding the emergence of Duhem-
type problems, or “recalcitrances” as he calls them, in material prac-
tice, and the accommodations that his subjects made to them. In
each case, the upshot of these passages of practice was the “interac-
tive stabilization” {my phrase} of a package of cultural elements of
just the form that Hacking describes. Gooding’s cases, though, serve
to emphasize that beyond instruments, facts, phenomena, and theo-
ries, the embodied skill of the experimenter is one of the elements
entering into the process of mutual adjustment and stabilization.

10
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Like Hacking, Gooding too seeks to run his analysis of practice
back into the philosophy of science-as-knowledge. But while Hack-
ing takes the “macro” route, addressing the incommensurability of
whole sciences, Gooding is more “micro.” He criticizes the tradi-
tional philosophical way of thinking about experiment as theory
testing, which “makes empirical access inherently mysterious . . . a
mystery usually thought to be penetrable only by a robust sort of
realism.” The problem with this way of thinking is that it begins
once facts about the material world have already been split off from
interpretations and conceptualizations. Gooding’s reconstructions
of practice begin before this splitting has taken place and show, as
he says, “that natural phenomena are bounded by human activity.”
There is no mystery of empirical access, to put it another way—
facts and conceptualizations {and many other elements of scientific
culture] are built together along the lines Gooding and Hacking lay
out—and no special scientific realism is needed to explain it. Once
more, then, the examination of scientific practice promises to un-
dermine entrenched positions—here realist and antirealist alike—
in the philosophy of science-as-knowledge.

In “The Couch, the Cathedral, and the Laboratory’ {chap. 4],
Karin Knorr Cetina elaborates themes clearly related to those of
Hacking and Gooding, via a reflection upon what can be gained by
taking the laboratory rather than individual experiments as the unit
of ethnographic analysis. Her answer is that there is a rich and fas-
cinating laboratory culture that becomes evident when we make
this move, and her concern in this essay is with the relation between
that culture and the culture of daily life. The traditional philosophi-
cal picture is that the former depends upon the latter but is made
distinctive by the addition of some special element, a special scien-
tific rationality or method. Knorr Cetina concludes instead that sci-
entific culture is continuous with that of daily life, in the sense that
the culture of the laboratory is that of the everyday world, but art-
fully transformed and enhanced. She speaks of the laboratory as the
dwelling place of “enhanced nature” and “enhanced agents.” The
molecular biology laboratories that she has studied, for example,
process biological materials through sequences of states that have
no natural counterparts. There is an evident link here to Hacking’s
insistence that most natural phenomena of interest to science are
unique to the laboratory and to the instruments that produce them.
On enhanced agents, Knorr Cetina speaks of scientists as “‘meth-
ods’ of going about enquiry . . . a technical device in the production
of knowledge.” She notes, for example, that a certain skill or tacit
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knowledge is required to use the “gel electrophoresis” technique in
molecular biology: a transformation or enhancement is thus re-
quired of the actor entering the laboratory. This observation con-
nects back to Gooding’s discussion of the stabilization of skills in
scientific practice. Knorr Cetina takes this line of thought further
by examining the ways in which particular reconfigurations of na-
ture hang together with particular reconfigurations of agents in the
different “forms of life” {my phrase} characteristic of such different
sciences as empirical social science, molecular biology, and high-
energy physics. Knorr Cetina’s essay thus points to the making of
social actors and relations alongside, and in mutual accommodation
to, the making of the material world of facts, phenomena, and
instruments. ‘
“Constructing Quaternions” {chap. 5}, by Adam Stephanides and
me, continues the analysis of practice along the lines set out by
Hacking and Gooding, as well as in my own earlier writing {Picker-
ing 1989, 1990}. Unlike the other contributors to this volume,
though, we are not concerned here with experimental or sociotech-
nical practice in science. Qur interest is instead in the nature of
conceptual practice, an area that has so far been allowed to remain
pretty much unexplored {though see Latour 1987, chap. 6, and Liv-
ingston 1986}. In our analysis of the algebraic researches of the
nineteenth-century mathematician Sir William Rowan Hamilton,
we try to show that there is in fact no special problem in under-
standing conceptual practice. The idea that practice consists in the
making of associations within a patchy culture comes once more to
the fore, and our central concern is to understand how “resis-
tance”’—our word for Gooding’s “recalcitrance”’—to such associ-
ations can arise in a realm where the otherness of the material world
and other people is not immediately present. To this end we decom-
pose the process of modeling into what we describe as free and
forced moves. The constitutive intertwining of these moves, we sug-
gest, gives modeling a distinctive double character, at once embody-
ing active choices {free moves) and a correlative surrender of agency
{forced moves). This double character implies that the upshot of par-
ticular modeling sequences has genuinely to be found out in concep-
tual practice, and that the achievement of intended associations
through such sequences is a nontrivial accomplishment. On our
analysis, then, the emergence of resistance should be seen as just as
endemic to conceptual practice as it is to material and sociotechni-
cal practice. We conclude by running our analysis back into issues
central to studies of science-as-knowledge. We argue that the analy-
sis of conceptual practice cuts across traditional discussions of the
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objectivity, relativity, and historicity of scientific and mathematical
knowledge in interesting and significant ways.

The last contribution to part 1 is Joan Fujimura’s “Crafting Sci-
ence: Standardized Packages, Boundary Objects, and ‘Translation’”
{chap. 6}. Fujimura is one of the original members of the Tremont
group mentioned earlier, and here she exemplifies their pragmatist
and symbolic-interactionist approach to science studies. Her essay
continues the analysis of heterogeneity and association in scientific
culture and practice, but along lines that are complementary to
those of the earlier essays. There the heterogeneity in question
resides principally in the technical culture of science: theory, in-
struments, skills, and so on. Fujimura is more concerned with het-
erogeneity that is at once technical and social. Her focus is on the
wide variety of “social worlds,” each having its own problematic,
methods, and conceptual apparatus, that came together in what she
calls the “molecular biology bandwagon in cancer research.” These
social worlds include those of clinicians, patients, and medical and
basic researchers in all sorts of subspecialties, as well as those
of the National Cancer Institute, Congress, and the U.S. public at
large. Fujimura is interested here not so much in what practice is
like within any one of these worlds but rather in the process of
establishing links between them that constituted the molecular
biclogy bandwagon. In this respect she stresses the significance
of what she calls “boundary objects” {Star and Griesemer 1989}
and “standardized packages” [Fujimura 1988) thereof. These are
cultural elements that in one way or another are central to the
establishment of productive relations between social worlds. Her
examples inchide the cells that circulate between the operating
room and medical and basic researchers, the recombinant-DNA tech-
niques that flow between the different laboratories that constitute
the various fields of technical practice, the computerized databases
that transport findings from one social world to the next {albeit
at the expense of a standardized and restrictive format), and the
oncogene theory that serves to organize conceptual, social, and ma-
terial relations between all of the social worlds involved. Draw-
ing upon Callon and Latour’s actor-network approach, Fujimura
emphasizes both that such boundary objects are actively “crafted”
in a process of “mutual enrollment,” and that the production of
successful boundary objects reacts back upon the social worlds thus
linked and upon the larger whole they make up, reconstituting the
very objects of study, as well as the material, conceptual, and so-
cial practices that surround them. Again, then, Fujimura offers us
an image of the interactive stabilization of a plethora of cultural
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elements, while enriching our understanding of that process in
her focus on the new patterns of intersection and circulation that
come into sight when one recognizes the social heterogeneity of
practices.

Arguments

Part 2 of the collection is “Arguments’ and I can introduce it by
picking up the line of thought introduced earlier concerning the re-
lation between studies of science-as-practice and SSK. The essays of
part 1 map out a rich and rather coherent perspective on scientific
culture and practice, and there is prima facie case for seeing them as
marking a significant break from SSK within the overall science-
studies tradition. They serve to foreground a new topic, practice, as
worthy of study and analysis in its own right. Further, it is notable
that none of the authors finds it appropriate to thematize “the so-
cial” as a central organizing and explanatory concept. The essays of
part | seem in fact to point away from the idea that there is some
special social compeonent of science that can constitute a privileged
center around which narratives of practice can be made to revolve.
Instead, the image of science that emerges is one in which all of the
different elements of scientific culture that one might care to dis-
tinguish—social, institutional, conceptual, material—evolve in a
dialectical relation with one another. The different elements are in-
teractively stabilized against one another, as I put it, are “copro-
duced” as Latour and Callon put it below, with no particular
element or set of elements having any necessary priority. The essays
of part 1, then, encourage us to delete both the K of SSK, since the
central topic is practice not knowledge, and the first S, since there
seems no warrant for assigning causal priority to the social in un-
derstanding scientific practice and culture.” Or, to declare an inter-
est that must be evident already, so it seems to me.

7. The point here is not to deny that science is constitutively “social” in the
everyday sense of the word. [t is rather to question the tenability of disciplinary
reductions of this idea in sociology {the typical reduction to “interest” in SSK, for
example!. Such reductions may on occasion be perspicuous and persuasive {see the
case studies reviewed in Shapin 1982}, but one should see such situations as contin-
gent limit cases of the more general phenomenon: that all of the different dimensions
of scientific culture are produced, change, and evolve together in scientific practice.
A more general formulation of this point is to note that studies of practice tend to cut
across all traditional disciplinary reductions, not just sociological ones. While such
reductions rely on identifiable and enduring variables—like “interests” or “stan-
dards”—to explain the production of knowledge, it appears that those very variables
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There is, though, a different way of thinking about the essays of
part 1. It could be said, for example, that the analysis of closure in
terms of the making of associations in a patchy and discontinuous
culture is interesting, but it could also be noted that such closures
are not definitive. And therefore we need to return to “the social,”
perhaps understood as a distribution of interests, to understand
which of the many closures that might be thus achieved are in the
long run communally adopted. This is one of the many ways in
which analyses of science-as-practice might be subsumed within
the overall SSK enterprise, rather than being seen as breaking away
from it. None of the authors of part 1 speaks directly to this issue,
but it is the explicit concern that runs through the first two argu-
ments of part 2. The question there is whether studies of science as
practice should be seen as a genuine and viable departure from clas-
sical 8SK, and if so, whether this departure is a step forward or
backward. The various answers to this question are, I think, ex-
tremely instructive in clarifying both the substance of several im-
portant positions within contemporary science studies and what
follows from them as regards topics for research, forms of account-
ing, and in the widest sense, politics.

I do not want to preempt the debates of part 2 and I do not intend
to map out all of their twists and turns. To introduce them, I will
simply mention what I take to be their central themes. The first
debate features Michael Lynch speaking for the ethnomethodologi-
cal study of practice, and David Bloor speaking for classical SSK.
Their argument hinges upon different readings of the philosophy of
the later Wittgenstein which, with its emphasis on the constitutive
embedding of knowledge in social practice—in “language games”
and “forms of life”—has figured as a key resource in the develop-
ment of science studies since the 1970s. The bone of contention is
Wittgenstein's analysis of rule following. Wittgenstein asks what it
is to follow a rule: how do we know that we have followed a rule
correctly? He then insists, first, that nothing in the verbal formula-
tion of a rule determines its next application, and second, that it is
fruitiess to invoke yet more rules to determine how to apply the rule

are themselves mangled in practice: they are subject to transformation in a process
that cannot itself be reduced to similarly disciplinary variables {Pickering forthcom-
ing). This observation argues not only against accounts centered in a single discipline
but also against disciplinary eclecticism that conjoins, say, a philosophical view of
rationality with a sociological account of interests {though since the mid-1980s much
scholarly work at the intersection of history, philosophy, and sociology of science has
taken just this form).
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in any fresh instance: such a strategy leads only to an infinite regress
of rules for following rules. The parallel between this argument con-
cerning rule following and the one I rehearsed earlier about the
openness of cultural extension is clear, and there is a case for saying
that the former is just a special case of the latter. This is why the
central dispute between Lynch and Bloor over the relative merits of
ethnomethodology and SSK can be played out in terms of rule fol-
lowing: conclusions reached there can be carried over more or less
directly to the analysis of scientific practice.

Although Lynch opens the debate here, it is easier to begin this
overview with Bloot’s reply. In “Left and Right Wittgensteinians”
{chap. 8], as in his book on Wittgenstein {Bloor 1983}, Bloor appro-
priates Wittgenstein along the lines I sketched out earlier. He argues
that Wittgenstein’s analysis opens a space between the formulation
of a rule and the practice that properly accompanies it: the one does
not determine the other. Therefore something else which is not it-
self a formulation of a rule must connect the two and, making a
leap from Wittgensteinian philosophy to classical sociology, that
something else, for Bloor, is the social, construed as interest or
whatever. We should, that is, lock to the social for an understanding
of how rules and practices are joined together. But this is just the
point that Lynch refuses to accept, and in his “Extending Wittgen-
stein’” (chap. 7] he finds grounds for his refusal in Wittgenstein’s
texts. In well-known writings Wittgenstein argues that to grasp a
rule—to get the hang of what it calls for—requires at the same time
a grasp of the field of practical activities to which the rule speaks.
The two are, as Lynch puts it, “internally related” and thus, he ar-
gues, there is “no room in the world” for something else beyond
the rule and the practices to which it speaks that is necessary to re-
late them. There is, in particular, no room for the causal, sociologi-
cally reductive concepts like interest on which Bloor would like to
ground SSK. And this, for Lynch, is the Wittgensteinian legitimation
of and inspiration for an antireductive ethnomethodological ap-
proach to enquiry into scientific practice. Such an approach seeks
to explore and display the “internal relation” between scientific
formulations and practices. And the most that we can hope for
from this exercise is a perspicuous rendering; on Lynch’s reading
of Wittgenstein, we cannot hope for more. Here, then, Lynch aligns
himself, in the name of the later Wittgenstein, with the radically
antidisciplinary position within ethnomethodology: “death to {clas-
sical] sociology” might be the slogan.

Before sketching out Bloor’s reply to Lynch, it might be worth
offering my own understanding of what Lynch is up to in his essay.
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[ may well be mistaken—what follows is not intended in any way
to prejudge Lynch’s own words—but it is at least one way for out-
siders to ethnomethodology and Wittgensteinian philosophy to come
to terms with what is being asserted. Lynch’s claim, it seems to me,
is a relative of the one just sketched out regarding the analyses of
practice in part 1. If practice carries within itself a teleological prin-
ciple of making associations between disparate cultural elements,
there is no need to look outside practice thus construed for expla-
nations of particular closures in cultural extensions (though neither,
of course, is it forbidden to do so}. Practice has its own integrity, and
once we have grasped that integrity, we no longer feel the need for
an explanatory “something else.” Now for David Bloor’s reply.

Lynch in effect argues that the ethnomethodological study of
science-as-practice marks a distinct and important break from SSK.
Bloor replies that what is good about ethnomethodology actually
continues the work of SSK, enriching the associated image of prac-
tice but leaving the overall explanatory framework unchallenged,
while the rest is a mistake. In general Bloor acknowledges that sup-
port for ethnomethodology’s antitheoretical posture can be found in
Wittgenstein’s writings, but he dismisses this strand of thought as
an unfortunate failing of the great philosopher. More particularly,
Bloor argues that Lynch has actually smuggled “the social” into his
account of practice by means of a notion of “silent agreement.”
Bloor understands this notion as referring to a consensus of rule fol-
lowers on proper practice and sees no reason not to theorize consen-
sus as, like interest, a causal social principle distinguishing right
from wrong rule following. Lynch has the last word on this topic in
“From the ‘Will to Theory’ to the Discursive Collage” [chap. 9}, the
thrust of which is that “sociclogy’s general concepts and method-
ological strategies are simply overwhelmed by the heterogeneity and
technical density of the language, equipment, and skills through
which mathematicians, scientists, and practitioners in many other
fields of activity make their affairs accountable.” Here I have to
leave the reader to arrive at her own appreciation of this encounter
between SSK and ethnomethodology, but it is clear what is at stake.
Bloor and SSK stand for the study of distributions of knowledge as a
function of classically theorized social variables; Lynch and ethno-
methodology for a detailed scrutiny of practices that aims to grasp
them in their integrity and that challenges any disciplinary hege-
mony {here, of sociology] over the understanding of scientific prac-
tice and knowledge.

Similar themes and tensions are manifest in the second argument
of part 2, though taking a somewhat different form. This is a com-
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plicated three-way affair in which Harry Collins and Steven Yearley
speak for traditional SSK, Steve Woolgar speaks for reflexivity in sci-
ence studies, and Michel Callon and Bruno Latour speak for their
own actor-network approach.® These exchanges take for granted the
fact that reflexivity and the actor-network approach are possible
continuations of SSK; what is at stake is whether these continua-
tions move in a profitable direction. Collins and Yearley argue that
reflexivity and the actor network are, in different ways, steps back-
ward from SSK; neither Woolgar nor Callon and Latour agree.
Taking a leaf from one of Wittgenstein’s books, the strategy of
Collins and Yearley’s “Epistemological Chicken” {chap. 10} is to
ask “not for the meaning, but for the use” of the various positions
at issue. Thus they defend the “social realism’” of SSK—its recon-
strual of natural scientists’ accounts of the natural world on the ba-
sis of sociological accounts of the social world—not as a privileged
epistemological position but as an effective position for social ac-
tion. Collins and Yearley want to challenge what they see as an
unwarranted hegemony of the natural sciences in contemporary so-
ciety. The social realism of SSK, Collins and Yearley believe, exposes
the epistemological pretensions of accounts that grant the natural
sciences some special access to their subject matters, and thus de-
mystifies our appraisals of science. “Making science,” they say, “a
continuous part with the rest of our culture should make us less
intimidated and more ready to appreciate its beauty and accomplish-
ments. It should make us more ready to use it for what it is, to value
its insights and wisdom within rather than without the political and
cultural process.” Later they mention specifically the public under-
standing of science and technology and science education as areas in
which SSK can make an important contribution to social debate
{n. 19]. Here, then, something new comes to the surface, that there
can be in the broadest sense a political dimension to the debate be-
tween SSK and its younger relatives. Judgments are at stake of the
political effectivity of differing accounts of science as knowledge

8. I doubt whether reflexivity falls under the heading of studies of science-as-
practice as exemplified in part 1. One can describe it as, say, a study of representa-
tional practices, but its characteristic feature is its self-awareness of how its own
representations are built up. What is interesting in the present context, however, is
the affinity between reflexivity and the actor-network approach which does focus
directly upon scientific {and technological} practice—an affinity made evident in Col-
lins and Yearley’s decision to mount a critique of reflexivity and the actor network
within a single essay and in the responses to the critique. I suspect that this affinity
could be profitably explored further, though, as far as I am aware, no one has yet tried
to do so.
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and practice. And Collins and Yearley leave us in no doubt about
their appreciation of the effectivity of their presumptive heirs. They
see both reflexivity and the actor-network approach as regressive.

Collins and Yearley take on reflexivity first. Reflexivity can, they
admit, be seen as one way of pursuing the relativist thrust of SSK
itself. According to SSK, scientific knowledge has to be seen not as
a transparent representation of its object but rather, in the Collin-
sian variant, as the upshot of particular processes of negotiation be-
tween human actors. Clearly there is no way of stopping this kind
of relativism from spreading to SSK itself: knowledge in SSK has to
be seen as the upshot of exactly the same kind of negotiations. But
the traditional reaction to this point within SSK has been first to
acknowledge its truth—it is the fourth of David Bloor's tenets of the
strong program in SSK {Bloor 1976, 4)—and second to treat it as
rather uninteresting. Reflexivists like Steve Woolgar, on the other
hand, take the point extremely seriously and want to explore the
general properties of representation, including representation within
SSK. To that end they seek to explore and display actors’ represen-
tational practices, including their own. This is the train of thought
that has led through discourse analysis into reflexivity and “new
literary forms,” experimental styles of writing that seek to bring the
tactics of representation to the surface by, for example, the admis-
sion of dissonant voices into the text. The idea here is that one
strategy for maintaining the authority of representation is the exclu-
sion and silencing of all but the voice of a single author; when such
exclusions are relaxed, the artful construction of representation be-
comes apparent. All very well and good, say Collins and Yearley, but
while such ways of writing may be very clever, amusing to read, fun
to write, and even epistemologically radical, they in fact reduce
themselves to political impotence. The serious reflexivist just leaps
into the skeptical regress of deconstruction without a parachute,
and is left with nothing positive or constructive to say. While SSK
at least has a radical political message conceming science, tech-
nology, and society, reflexivity has no message about anything apart
from itself. Its signposts lead nowhere; we should not follow them.

Collins and Yearley then turn their critical gaze upon Callon and
Latour. Here they are inclined to concede that the actor-network
approach has something to tell us about scientific practice in its
discussion of “obligatory points of passage,” of the making of “im-
mutable mobiles,” and so on, but they worry about Callon and La-
tour’s “extended symmetry.” The actor-network approach seeks to
capture the nature of scientific practice in the metaphor of the mak-
ing and breaking of alliances {associations, as I have been calling
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them) between actors, human and nonhuman, while seeking to
avoid imputing different properties to either category. Human and
nonhuman actors are thus in effect treated as being somehow on a
par with one another. Once more, Collins and Yearley are prepared
to admit that this extended symmetry can be seen as a continuation
of SSK. It takes further the symmetrical approach to the analysis of
“true’ and “false” belief already enshrined in the strong program
itself. And again, they are willing to concede that in this respect the
actor-network approach is epistemologically radical compared with
SSK. But this time they insist that the principle of extended sym-
metry leads, in fact, to accounts of science that remain “prosaic” in
comparison with those of SSK. SSK achieves its political effect by
representing scientific knowledge as the upshot of precisely social
interactions, interactions between real, human agents. This repre-
sentation stands in stark contrast to traditional accounts that see
scientific knowledge as largely given by the world itself, indepen-
dently of the human scientists that function as nature’s mouthpiece.
In granting a constitutive role to nature—to scallops, say, as in Cal-
lon’s classic account of aquaculture in France—the actor-network
approach thus, according to Collins and Yearley, moves us back from
SSK toward the prosaic accounts beloved by traditional history, phi-
losophy, and sociclogy of science, not to mention the scientists
themselves, The critical and demystifving thrust of SSK is lost in
the actor-network approach, and this is why we should not follow
the signposts of Paris.

In their different ways, Woolgar and Callon and Latour reply to
Collins and Yearley along similar lines, claiming to see in SSK cer-
tain taken-for-granted conceptual dichotomies that in fact guaran-
tee the very hegemony of the natural sciences that Collins and
Yearley want to dispute. Woolgar goes first. In “Some Remarks about
Positionism’’ {chap. 11), he associates his explorations in reflexivity
with a challenge to the fundamental dichotomy of subject and ob-
ject, and to the associated “ideology of representation.” Woolgar
argues that SSK takes one step forward in the analysis of represen-
tation by problematizing scientists’ representations of the natural
wotld, but that it takes the same step back again in offering its own
quite traditional representations of how scientists produce scien-
tific representations. SSK's social realism thus “presume(s] and re-
affirm|s] the scientific idiom" instead of exploring the idiom itself.
The reflexivity approach self-consciously seeks to foreground and
problematize the very idiom of representation, and this, for Woolgar,
is why reflexivity is an important next step in, or if necessary be-
yond, SSK.
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Callon and Latour follow a similar strategy in “Don’t Throw the
Baby Out with the Bath Schoolt” (chap. 12]. The dichotomy they
attack is the Kantian “Great Divide”” between nature and society.
They assert that traditional thought on science and society has situ-
ated itself on a spectrum with nature at one end and society at the
other. In particular, scientists and their academic spokespersons in
history, philosophy, and sociology have situated their accounts of
science at the “nature” end of the spectrum—scientific knowledge
is dictated by nature—while the radical move of 88K has been to
situate itself at the other extreme: scientific knowledge is dictated
by society.® And thus, say Callon and Latour, their extended sym-
metry, in admitting agency to the realm of nonhuman actors, must
appear to Collins and Yearley as a step backward, meaning a step
away from the society end of the spectrum and toward nature. How-
ever, Callon and Latour continue, what Collins and Yearley have
failed to appreciate is that the actor-network approach rejects the
very concept of the nature-society spectrum. Especially it rejects the
dichotomous limit forms, such as SSK’s, that seek to represent ei-
ther pole as determinative. Instead Callon and Latour begin from the
idea, argued in their own studies and supported in the essays of part
1, that nature and society are intimately entangled in scientific and
technological practice. Practice is where nature and society and the
space between them are continually made, unmade, and remade. In-
asmuch, therefore, as we can confidently attribute properties to na-
ture and society, it is as a consequence of practice; those properties
cannot count as the explanation of practice. And thus, from their
non-Kantian pesition, Callon and Latour seek to turn the tables on
Collins and Yearley. If distinctions between nature and society are
tnade in scientific practice, then Collins and Yearley’s social realism
indeed throws the baby out with the bathwater: a fascinating en-
quiry into the making of the Great Divide is ruled out of court by
reaching too quickly for explanatory closure. And, of course, in ap-
pealing to the social as the explanatory principle, Collins and Year-
ley grant the very premise of the Great Divide between nature and
society on which the authority of the natural scientist rests.

Collins and Yearley respond to Callon and Latour in “Journey into
Space” [chap. 13}, but it is time for me to leave the reader to think
through the debate further.’? I do, however, have one last point to

2. And of course all sorts of hybrid positions have been taken up: seen. 7.

10. While this volume was in preparation, Collins and Yearley insisted that their
right to reply to the responses from Woolgar and Callon and Latour was a condition
for the inclusion of “Epistemological Chicken’” {chap. 10] in the collection. In the

21



SCIENCE: FROM KNOWLEDGE TOC PRACTICE

make in this connection. In one sense, Woolgar, Callon, and Latour
have answered to Collins and Yearley’s demand for the use, not the
meaning. Their responses both claim to carry through the disputa-
tion of the hegemony of the natural sciences to 2 new and deeper
level than SSK. But one needs to be careful here. It seems to me that
Collins and Yearley’s social realism is as politically radical as can be
while remaining on known and familiar terrain. But worrying about
the dualisms of subject and object, nature and society goes pretty
deep. The foundations of modern thought are at stake here; this is
precisely the point at which science studies converges with all sorts
of postmodernisms. If one follows either Woolgar or Callon and La-
tour, one is leaving the known and familiar for terra incognita, and
it is doubtful whether sailing into the unknown can be seen as a
continuous extension of any Old World enterprise. It is nnot easy to
imagine what a politics would be like in which the boundaries be-
tween subject and object, nature and society could no longer be
taken for granted [try Haraway 1985). As Woolgar says: “Go this
route and who knows what will happen.” He puts these words into
the mouths of Collins and Yearley, but I suspect that they are his
own, and those of Callon and Latour, when uttered in an approving,
not disapproving, tone of voice.

The last argument of part 2 is constructed in the juxtaposition
of essays by Steve Fuller and Sharon Traweek. Though Fuller and
Traweek do not make direct contact with one another, I pair them
because they criticize science studies in general and implicitly all of
the essays collected here from opposite flanks. Fuller thinks that
science studies is insufficiently scientific, while Traweek wants to
expose a residual scientism running through the field. Fuller’s pro-
gram of “social epistemology” (Fuller 1988, 1989} participates in the
traditional philosophical desire to tell people what to do. But it de-
parts from the tradition in rejecting the usual appeal to a priori nor-
mative standards of reason and method. The standards we hold
scientists to must be realistic ones, deriving from studies of actual
practice. Unfortunately, existing studies of science-as-practice are
useless for such purposes because of their commitment, as Fuller
sees it, to achieving a phenomenological “actor’s perspective.”” Noz-
mativity requires externality, and in “Social Epistemology and the
Research Agenda of Science Studies” (chap. 14}, Fuller argues that

event, they waived their right to reply here to Woolgar, but a reply in the style of
“new literary forms” may be obtained by sending encugh to cover copying, postage,
and packing ($5 or equivalent| to Professor Collins.
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the required degree of detachment is to be achieved by studying
scientific practice {morej scientifically—in studies of, for example,
the psychology of scientific reasoning or the influence of commu-
nication patterns on scientific productivity. In this way his social
epistemology seeks to develop normative standards against which
particular practices can be assessed. Fuller’s aim is, then, to make a
direct connection between his kind of studies of science-as-practice
and science policy by looking at the doing of science in the same
way as Frederick Taylor looked at shoveling coal. He looks forward
to a genuine science of science that can serve as the instrument for
the scientific management of scientists.

Traweek is traveling in the opposite direction from Fuller as fast
as she can. Like Woolgar, she wants to explore alternatives to sci-
entific writing (in the broadest sense} as a way of getting beyond its
taken-for-granted conceptualizations and dichotomies, not to pro-
duce more of it. And speaking from within a section of her disci-
pline, anthropology, that has been interrogating the ideology of
representation for quite a while, her “Border Crossings’ {chap. 15}
challenges the conventions of representation in ways that new lit-
erary forms in science studies have yet to explore. Despite speaking
with a single voice, for example, she positions herself as author se-
curely within the frame of her essay, thus cutting across any taken-
for-granted subject-object distinction. And she rejects the format of
conventional narrative in favor of “reverberating strings of ironic
stories’” circling around her ethnographic researches into high-energy
physics in Japan and the United States.

Traweek remarks that we need more self-awareness of the rela-
tion between how and what we write, and the essays collected
here—including this one—are probably manifestations of the kind
of rhetorical naiveté that she wants to get away from. [ am not going
to display it further by attempting the kind of summary of her essay
that I offered for the others. T risk saying that “Border Crossings”
made me think about scientific culture and practice, about power
and marginality, gender, and narration in science and in science
studies, and about ethnography and Sharon Traweek, in ways that
seem unlikely to surface within more conventional genres.
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The Self-Vindication of the Laboratory Sciences

Ian Hacking

1 Theses

The unity of science was once a battle cry, but today it is the fashion
to emphasize the disunities among the sciences. I am right up there
on the bandwagon {Hacking 1991}. Some suggest that there is noth-
ing in general to be said about science unless it be the message of
Latour {1987] that everything in the world and our knowledge of it
is to be understood on the model of politics, or maybe, is politics. I
am partial to Wittgenstein’s word “motley”’—as in “the motley of
mathematics” [Wittgenstein 1956, 88}. We all want to give an ac-
count of the motley of the sciences. But here I shall try to say
something quite general about established laboratory sciences. In
philosophy we must strive for both the particular and the general.

What follows is metaphysics and epistemology, a contribution to
our radically changing vision of truth, being, logic, reason, meaning,
knowledge and reality. Such a contribution from a disunifier such as
me is necessarily more local than traditional metaphysics. T address
just one pervasive aspect of the laboratory sciences. Despite our re-
cent enthusiasm for refutation and revelution, these sciences lead
to an extraordinary amount of rather permanent knowledge, de-
vices, and practice. It has been too little noted of late how much of
a science, once in place, stays with us, modified but not refuted, re-
worked but persistent, seldom acknowledged but taken for granted.
In days gone by an easy explanation of the growth of knowledge
satisfied almost everyone: science discovers the truth, and once you
find out the truth, then, in a liberal society, it sticks. As Ernest Na-
gel put it in The Structure of Science (1961}, more powerful theories
subsume their predecessors as special cases. Today, after Kuhn's
Structure of Scientific Revolutions {1962}, we are more circumspect.
It has become surprising that so much empirical knowledge has ac-
cumulated since the seventeenth century.

My explanation of this stability is that when the laboratory sci-
ences are practicable at all, they tend to produce a sort of self-
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vindicating structure that keeps them stable. This is not to suggest
that they are mental or social constructs. [ am not about to argue for
idealisrn but rather for down-to-earth materialism. Mine is a thesis
about the relationships between thoughts, acts, and manufactures.
It can be thought of as an extension of Duhem’s doctrine that a
theory inconsistent with an observation can always be saved by
modifying an auxiliary hypothesis, typically a hypothesis about the
working of an instrument such as the telescope. His was a thesis
about thoughts; like most philosophers of theory he did not reflect
on how we change not only our ideas but also the world. His
doctrine, especially for those who read Quine, is taken to imply
the underdetermination of scientific knowledge. When properly ex-
tended, it has quite the opposite effect, of helping us to under-
stand how the world and our knowledge of it are so remarkably
determinate.

Duhem said that theory and auxiliary hypothesis can be adjusted
to each other; he left out the whole teeming world of making instru-
ments, remaking them, making them work, and rethinking how
they work. It is my thesis that as a laboratory science matures, it
develops a body of types of theory and types of apparatus and types
of analysis that are mutually adjusted to each other. They become
what Heisenberg (e.g., 1948) notoriously said Newtonian mechanics
was, ‘a closed system’ that is essentially irrefutable. They are self-
vindicating in the sense that any test of theory is against apparatus
that has evolved in conjunction with it—and in conjunction with
modes of data analysis. Conversely, the criteria for the working of
the apparatus and for the correctness of analyses is precisely the fit
with theory.

The theories of the laboratory sciences are not directly compared
to ““the world”; they persist because they are true to phenomena
produced or even created by apparatus in the laboratory and are mea-
sured by instruments that we have engineered. This “true to” is not
a matter of direct comparison between theory and phenomenon but
relies on further theories, namely, theories about how the apparatus
works and on a number of quite different kinds of techniques for
processing the data that we generate. High-level theories are not
“true” at all. This is not some deep insight into truth but a mundane
fact familiar since the work of Norman Campbell {1920, 122-58},
who noted that fundamental laws of nature do not directly “hook
on to” the discernible world at all. What meshes {Kuhn's word; is at
most a network of theories, models, approximations, together with
understandings of the workings of our instruments and apparatus.

My thesis is materialist, both in its attention to the material side
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of what we do in science and in its opposition to the intellectualism
of Duhem. The thesis has almost nothing to do with recent mani-
festations of scientific realism or antirealism, being compatible
with almost all the significant assertions made by either party.
There is only one way in which my thesis is contrary to a bundle of
metaphysical doctrines loosely labeled “realist.” Realists commonly
suppose that the ultimate aim or ideal of science is “the one true
theory about the universe.” I have never believed that even makes
sense. The present picture suggests that there are many different
ways in which a laboratory science could have stabilized. The resul-
tant stable theories would not be parts of the one great truth, not
even if they were prompted by something like the same initial con-
cerns, needs, or curiosity. Such imaginary stable sciences would not
even be comparable, because they would be true to different and
quite literally incommensurable classes of phenomena and instru-
mentation. I say incommensurable in the straightforward sense that
there would be no body of instruments to make common measure-
ments, because the instruments are peculiar to each stable science.
It is just this literal incommensurability which also enables us to
understand how a “closed system” can remain in use and also be
superseded, perhaps in a revolutionary way, by a theory with a new
range of phenomena.

The crude idea of my thesis, although at odds with most tradi-
tional metaphysics and epistemology, is hardly novel. Our preserved
theories and the world fit together so snugly less because we have
found out how the world is than because we have tailored each to
the other. One can think of my detailed account below as a gloss on
Heisenberg’s “closed systems.” Once we recovered from the impact
of The Structure of Scientific Revolutions, the question of the sta-
bility of science was immediately raised. For example, the “finaliza-
tion” of science has become a lively topic for people who have
learned most from Habermas {Béhme et al. 1983). There are more
striking agreements with contributors to the present volume. My
emphases, and in the end my philosophy, differ from Pickering’s, but
for present purposes my materialism lives happily as a mere part of
what he calls his “pragmatic realism,” in which “facts, phenomena,
material procedures, interpretations, theories, social relations etc.
are, in Latour’s words {borrowed from Marx} ‘co-produced’ ” {Pick-
ering 1990, 708). The list in this quotation begins with “forms of
life,” which I do not omit by inadvertence; on the other hand, the
taxonomy of elements of laboratory experiment, given later in this
paper, expands his “etc.” in ways of which he can only approve.

Another author in this volume, David Gooding {chap. 3}, has an-
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other “etc.” list: he speaks of an “experimental sequence” which
appears as the “production of models, phenomena, bits of apparatus,
and representations of these things.” He points the way in which
“the representations and the phenomena gradually converge [his
emphasis] to a point where the resemblance between what can be
observed and what is sought is [as Faraday put it} ‘very satisfac-
tory.’ ” We agree that the interplay of items in such a list brings
about the stability of laboratory science. I think of the matériel of
an experiment as more central to its stabilization than do writers in
the tradition of social studies of science. By the matériel I mean the
apparatus, the instruments, the substances or objects investigated.
The matériel is flanked on the one side by ideas {theories, questions,
hypotheses, intellectual models of apparatus! and on the other by
marks and manipulations of marks {inscriptions, data, calculations,
data reduction, interpretation). Thus where my colleagues in this
book are content with lists and etc.’s, I venture a doubtless imper-
fect organization or “taxonomy” of elements of laboratory experi-
ment. The agency that Gooding puts back into experiment is just
that work that is done by people, which brings the elements in my
“taxonomy’ into consilience and thereby creates a world of things,
ideas, and data that is stable.

2 Contents

First, in (3} I say what I mean by a laboratory science. In {4} [ suggest
one source in the history of twentieth-century science for the pres-
ent conviction of philosophers {but not of scientists] that science is
rather unstable. Then I argue for the contrary point of view. In {5} I
point to some reasons we might think that science is stable, reasons
that seem to me superficial or misleading, and which are not my
concern.

In {6}—{9} I give my taxonomy of elements of experiment which,
I ¢claim, are mutuaily adjusted to produce the self-vindicating char-
acter of laboratory science. I am at pains to list these because it is
so easy to slip back into the old ways and suppose there are just a
few kinds of things, theory, data, or whatever. My taxonomy is
among other things a demonstration of the “motley of experimental
science,” which at the same time strives for some breadth of vision
and does not merely meander from fascinating case to fascinating
case. And then in {10} ] mention some items, assuredly relevant to
laboratory science, which are omitted from my taxonomy because
they are not items that experiments literally use. {For example, Mil-
likan did not “use’ an atomistic weltanschauung when he measured
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the charge on the electron, although without a certain vision of how
the world is, his research would have proceeded quite differently,
and as we know from his rival Ehrenhaft, might have come to con-
trary conclusions.}

The remainder of the paper develops the theses of {1} in such a
way that it is possible to jump there immediately, skipping the tax-
onomy in (4)-{9} and referring back to it only when need arises. In
{11} I discuss my extension of Duhem’s thesis. In {12} I discuss
what happens to a Iaboratory science as it matures and stabilizes. In
{13} I examine the relationship between self-vindication and our ex-
pectations that good theories should be true. The thesis of self-
vindication seems to make the sciences all too internal to the
laboratory; how then are they applied outside? In {14! I sketch two
answers, one for a practical worry of this sort and one for a meta-
physical one. Finally, in {15] [ remark that the stability of the labo-
ratory sciences has nothing to do with the problem of induction. But
an experimentally oriented philosophy does paint that problem in
slightly different but no less skeptical colors than Hume, Russell, or
the logical empiricists would. The worry is that nothing would work
any more.

3 Lahoratory Science

I do not want to invite arguments about what a laboratory is, or
whether such and such is a laboratory science. The laboratory is a
cultural institution with a history {or rather histories) that I shall
not discuss in this abstract presentation. “Laboratory” is a far more
restricted idea than “experiment”; many experimental sciences are
not what I call laboratory sciences. I have in mind laboratories that
have “come of age” [chap. 4]. Laboratory sciences are surely con-
nected by a family of resemblances and by a central core of examples
from which they more or less differ. ““Laboratory science” is a radial
category in the sense of Lakoff {1986); what he would call the “pro-
totype” laboratory sciences are those whose claims to truth answer
primarily to work done in the laboratory. They study phenomena
that seldom or never occur in a pure state before people have
brought them under surveillance. Exaggerating a little, I say that the
phenomena under study are created in the laboratory. The labora-
tory sciences use apparatus in isolation to interfere with the course
of that aspect of nature that is under study, the end in view being
an increase in knowledge, understanding, and control of a general
or generalizable sort. Botany is thus not what I call a laboratory
science, but plant physiology is. Paleontology is not a laboratory
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science, even though carbon dating has usually been done in a labo-
ratory, where one also uses Italian iridium to test hypotheses about
the extinction of dinosaurs. Likewise, although there is plenty of
experimentation in sociology, psychology, and economics, not much
of it is what I call laboratory science, not even when there is a uni-
versity building called the psychology laboratory. There is too little
of that “apparatus used in isolation to interfere.” In saying this I
neither praise nor condemn, nor do T argue that only laboratory sci-
ences are stable—Linnaean botany may hold the palm for stability,
if not for growth. Boundaries matter little; I wish only to say from
the start that the sciences that are chiefly observational, classifica-
tory, or historical are not the subject of the following discussion.

According to my definition, astronomy, astrophysics, and cos-
mology cannot be laboratory sciences, for they cannot in general
interfere with the nature that they study. They cannot create astro-
physical phenomena. But [ have found that a number of people with
entirely different agendas protest that astronomy and astrophysics
are or have become laboratory sciences. So let me to some extent
agree. Cosmology does include much laboratory work, such as in-
vestigations of gravity or an alleged fifth force (we make a laboratory
in Greenland, dropping objects through a hole bored in a kilometer
of ice, enriched by myriad detectors). High energy physics projects
that are intended to simulate some of the birth pangs of the universe
bring some cosmology down to earth, trapping it in a very big Swiss
or Texan laboratory. I thus agree with G. Munevar, who insisted on
this point in discussion.

Nor is the use of laboratories for astronomy novel. Old and new
instruments used in astronomy and astrophysics, from spectrome-
ters to space-launched gyroscopes to neutrino detectors, include
laboratory apparatus; indeed laboratories are now put in space.
Simon Schaffer {forthcoming) implies in a recent paper that in the
nineteenth century there was enough experimentation in astrospec-
troscopy to think of it as a laboratory science. Much of what I say
below about stability applies to the very work of Huggins and Max-
well that Schaffer describes, so there may be little at issue here.

Knorr Cetina might push me one step further. She notes that im-
aging is being radically changed, so that data are now stored digi-
tally. The stored data become the object of investigation rather than
anything that is directly observed. “Once the transition is com-
plete,” she writes, “astronomy will have been transformed from an
observational field science to an image-processing laboratory sci-
ence” (chap. 4}. I am more cautious about this than about most other
statements in her paper, partly because it has been a long time since
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astronomy was an “observational field science.” The caricature of
the astronomer as the one who peers through the telescope is as
absurd as the cartoon of the scientist in the white lab coat. The
painting by Vermeer called The Astronomer, dated 1658, portrays a
somewhat androgynous figure in an attractive closet, protractors in
hand, with what I think is a chart partially unrolled on a table {Sti-
delsches Kunstinstitut, Frankfurt am Main).

Although image-processing laboratory science is indeed a part of
astronomical and cosmological research, there remains much more
to astronomy and astrophysics than that. Image processing creates
many phenomena of its own. It also provides transportable data that
can be analyzed by anyone. Nevertheless, in my realist mode I
would not say that it creates any astronomical phenomena in the
same sense in which experimenters created the phenomenon of las-
ing. And I don't think it is true to say with Knorr Cetina that “the
objects of investigation become ‘detached’ from their natural envi-
ronment.” The digitized data are no more and no less detached than
the material confronting Vermeer's astronomer. {He is working his
data, just like the lab that buys data from Mount Palomar.} Mean-
while the objects of investigation, Saturn, superconducting cosmic
strings, or the strangely oscillating Beta-lactantae don’t become de-
tached, even if we study them by images that are detached and re-
constituted electronically. I am too much of a literalist to say that
“the processes of interest to astronomers become miniaturized,” or
that “planetary and stellar time scales are surrendered to social or-
der time scales.” {Once again, how is it different with Vermeer’s as-
tronomer?} But even if I did assent to Knorr Cetina’s sentences, we
would still discern a sense in which astronomy and astrophysics are
not laboratory sciences in the sense explained above. And it is the
stability of laboratory sciences, in my sense given there, that is my
topic, and my account does bear on those parts of astronomy in-
creasingly incorporated into the laboratory.

There are yet other definitions of the laboratory, hardly recog-
nized as such by laboratory scientists, but which cannot escape the
keen eye of the ethnographer, Thus Latour {1987, chap. 6| character-
izes the laboratory as a center of calculation. This vision is to be
expected from an author who regards the production and manipula-
tion of inscriptions as the central scientific activity.! The laboratory

1. Collins and Yearley {chap. 13} also draw attention to Latour’s fascination with
inscriptions. Latour is a bracing reminder of that glorious Parisian world of long ago,
the late sixties, when inscriptions were the reality and text was substance. In my
opinion Collins and Yearley misunderstood this. They are so locked in to their Anglo-
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arm of science will be that which calculates. The paleontologists
and the astrophysicists have, then, their laboratories for sure. Ver-
meer on this view painted his calculating astronomer not in a closet
but in the laboratory. Latour writes in a letter of 21 February 1990,
referring to Latour {1990}, that explorets too are creatures of the lab,
Moreover, my list of laboratory sciences “could nicely be expanded
to collections and museums and archives.”

That vision of science, verging on what I have labeled lingualism
or linguistic idealism {Hacking 1975, 174, 182}, is not mine. Mine is
thoroughly materialist and interventionist, and my laboratory is a
space for interfering under controllable and isclable conditions with
matter and energy, often done in museums—my office is a hundred
meters from a great museum whose basement is full of what I call
laboratories—but seldom in archives. But let me make peace: one-
third of my taxonomy—section {9}—is about marks and the ma-
nipulation of marks, so 1 claim to honor Latour’s insight without
losing my materialist focus.

Latour has encouraged a new problematic. We must not lose sight
of an old one, the relation between theory and experiment. The
laboratory sciences are of necessity theoretical. Another third of my
taxonomy—section [7}—is about several distinct kinds of theory.
By a Iaboratory science I don’t just mean that part of a science that
is conducted in a laboratory; I include all the theoretical super-
structure and intellectual achievements that in the end answer to
what happens in the laboratory. 1 hope my taxonomy will serve
those who realize that there are quite different types of theory.

Latour has another criticism of my approach. He writes in the
same letter that “curiously your materialist outlook—with which I
agree—does not include ‘new phenomena’ as the main production
of the laboratory. I am in this sense more realist than you.” Oddly,
my very first essay on experiment was called “Speculation, Calcu-

phone theory of language that they cannot conceive of inscriptions as being other
than “representational.” They even cite Travis as showing that certain mass spec-
trometer inscriptions “were not universally accepted as representing reality,” as if
that were germane. Parisian inscriptions don’t represent anything {let alone reality).
They are autonnomous objects, material beings that work without signifying. 1 doubt
that actant theory particularly derives from inscriptionalism in the way that Collins
and Yearley suggest. Unlike those two authors, I have no objection to Latour’s theory
of actants. I object only to something quite different, namely, the metonymic defini-
tion of the laboratory in terms of merely one of its activities, namely, inscribing.
Mavybe I go further than Latour, for [ might take inscriptions to be among the actants,
right up there with fishers and molluscs, working and worked on, everywhere people
go since the moment that our species came into being as Homo depictor.
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lation, and the Creation of Phenomena,” published in German in
Duerr 1981, 2, and rewritten for Hacking 1983 (chaps. 10, 12, and esp.
13, “The Creation of Phenomena’}. Latour continues, “You do not
leave room for the creation of new entities in the lab through the
lab {what I call a new object, that is, a list of actions in trials that
will later coalesce in a thing and will later be thrown ‘out there’ as
the ultimate cause of our certainty ‘about it’].” One difference be-
tween my 1981 self and Latour is that I did not think of electrons
being created, but did think of the photoelectric effect being created,
in a pure state. I asserted that the most cautious metaphysical real-
ist should admit that nowhere on earth did the pure photoelectric
effect exist on earth until we made it. Nowhere in the universe, so
far as we know, did anything lase anywhere in the universe before
1945 {maybe there were a few masers around in outer space). But
now there are tens of thousands of lasers within a few miles of me
as I write. Lasing is a phenomenon created in the Iab. Thisisnota con-
structionalist theme, and so Latour and I go different ways with it. [
do not know that new phenomena are the “main production” of the
laboratory, as Latour says, but they are one of its most impor-
tant products. I am glad that Latour’s criticism has enabled me to
reiterate one of my favorite themes, the creation of phenomena, pre-
viously left out of this essay. And I also can avoid the misunder-
standing of Latour when he writes of the items in my taxonomy
below that they are “a fixed list of elements shaping phenomena.”
Nothing was further from my mind than the idea that experiments
merely shape phenomena that already exist in the world ready to
be shaped.

Finally I should make two disclaimers about stable laboratory
science. First, I am not in general discussing research at the frontiers
of inquiry. That can be as unstable as you please, even when it is
what Kuhn called normal science. As a matter of fact such research
is usually highly regimented. Results are more often expected than
surprising. We well understand why: it is not that sort of short-term
stability that is puzzling. I am concerned with the cumulative estab-
lishment of scientific knowledge. That has been proceeding apace
since the scientific revolution. Secondly, I regard stability not as a
virtue but as a fact. If values are to be mentioned, stability upon
which one cannot build is a vice. The noblest stability, perhaps, is
that of a science that has been surpassed by deeper enquiries and
new types of instrumentation and yet which remains humbly in
place as a loyal and reliable servant for our interventions in, our
interactions with, and our predictions of the course of events: one
thinks of geometrical optics or Galilean mechanics. I shall repeat
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this, because | am regularly misunderstood: This paper does not
praise stability. It does not imply that stability is a good thing. It
does not admire stability. It observes it and tries to explain it.

4 Origins of the Instability Myth

Talk of stability flies in the face of recent wisdom about revolutions,
but an emphasis on the fallibility of science is in part the conse-
quence of unusual circumstances in physics early in the twentieth
century. The shake-up that resulted at a certain historical moment
was splendid. The comfortable belief that science is cumulative had
been held for all too long. Mistakes, so ran the official story, are
often made. Gigantic muddles long persist. But in due course and
after hard work some truths will out, become established, and serve
as steps upon which to advance into the unknown. This compla-
cency fell apart under the criticisms first of Popper and then of
Kuhn. They were wonderfully liberating. They turned that dutiful
inductive discipline, philosophy of science, weary with years, into
something sparkling, even if sometimes tinctured with fantasy. I am
here using the names “Popper” and “Kuhn” to denote not only in-
dividuals but also successive generations. Now why did stability
suddenly become unstuck? Popper, like so many of his peers, was
deeply moved by Einstein’s successive revolutions in space-time,
special and then general relativity. They were matched by the old
and new quantum mechanics of 1900 and 1926—27. Stirring times,
but also anomalous ones. They stand out because so many of the
eternal verities, in the form of a priori knowledge about space, time,
continuity, causation, and determinism, were abandoned. Refuta-
tion and revolution were in vogue where stability and subsumption
had been the norm.

To a quite extraordinary degree these transitions, especially Ein-
stein’s, were thought out and made convincing almost entirely in-
dependently of any experimental work. Pure thought, it seemed,
could anticipate nature and then hire experimenters to check out
which conjectures were sound. Although relativity was often pre-
sented in its day as a refutation of Kant’s transcendental aesthetic,
while guantum mechanics wrecked the transcendental analytic,
this was an utterly Kantian moment in the philosophy of science.
Any sense of the subtle interplay between theory and experiment—
or between theoretician and experimenter—was lost. The concep-
tion of physical science as unstable, as a matter of refutation and
revolution, went hand in hand with a total lack of interest in the
role of experimental science. So it is not surprising that today we
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should start to think about stability again; for the present decade
has seen the revival, among historians, philosophers, and sociolo-
gists of science, of serious thinking about the laboratory.

Why do I speak so confidently of stability? For a number of rea-
sons. One is quite familiar to students of the physical sciences,
whose practitioners in moments of philosophizing speak of theories
being valid in their domain. Thus Heisenberg wrote {1948, 332} that
“some theories seem to be susceptible of no improvement . . . they
signify a closed system of knowledge. I believe that Newtonian me-
chanics cannot be improved at all . .. with that degree of accuracy
with which the phenomena can be described by the Newtonian con-
cepts, the Newtonian laws are also valid” {for convenient references
to the development of Heisenberg’s idea, see Chevalley 1988). 1
would amend this slightly, for the phenomena are not described di-
rectly and without intermediary by Newtonian concepts. [t is rather
certain measurements of the phenomena, generated by a certain
class of what might be calied Newtonian instriunents, that mesh
with Newtonian concepts. The accuracy of the mechanics and the
accuracy of the instruments are correlative, and that is one of the
explanations of the stability of laboratory science.

Before even entering the research laboratory, the student, like it
or not, finds that many mature sciences are pedagogically stable. We
learn geometrical optics when young, the wave theory as teenagers,
Maxwell’s equations on entering college, some theory of the photon
in senior classes, and quantum field theory in graduate school. Each
of these stages is taught as if it were true, although of course many
byways, such as Newton’s corpuscular light rays, are omitted. Sci-
ence teachers have to bear the brunt of a familiar criticism. They
teach science as if it were dead. In a way that is right. Much science
is dead. That does not excuse bad teaching; there is probably a
greater proportion of lively classes in classical Greek than in ther-
modynamics. Unlike the conjugations, which are the luxury of a
tew, the Carnot cycle must be taught.

There are perennial debates on American college campuses:
should every student have some acquaintance with the great books
of the West? The issues are ideological and hinge on a conception of
the nature of culture and civilization. There is nothing comparably
ideological about leaming how to use Planck’s constant or the me-
chanical equivalent of heat. No physicist would dream of compel-
ling students to read Planck or Dirac, let alone Boltzmann or Joule.
But the students have to master the dead and digested science asso-
ciated with those names, not because of their cultural or even peda-
gogical value, but because that is part of the stable knowledge with
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which many of the students will change bits of the world, and on
which a few of the research oriented among them will build new
knowledge.

QOur editor remarks that according to Feverabend [1978]) this is a
bad way of teaching. There is a lot of bad teaching, but I doubt that
it is wrong to teach stable science. The error is reverence for what is
established, and a dulling of the critical spirit, but that is an entirely
distinct point. The only science education on near-Feyerabendian
lines with which I am acquainted is offered at the Ontario Science
Centre in Toronto. Twenty-five high school seniors are told to find
things out and are given remarkable experimental material—the
castoffs from what five years earlier was frontline research—and
quite strong theoretical resources. They spend a semester doing
two of physics, chemistry, or biology, and to satisfy an English re-
quirement, learn science writing. The morale is extraordinary; the
quality of learning superb. The depression that results when the
students proceed to a university classroom amounts to trauma and
Feyerabendian disillusion with science. Nevertheless one of the
things that the students are constantly forced to do is to acquire on
their own the chunks of stable theoretical knowledge and experi-
mental technique demanded by their own learning and research.
The students don’t revere it. They believe it when they need it and
doubt it when it does not work. And that is the way in which old
stable science is an essential part of science education.

Let it be granted that there is some stability. Is that not the road
to boredom and stultification? It is tempting to suppose that al-
though the making and solidifying of an established science might
have been intensely creative, once the work is in place it is to be
used only for pedestrian purposes. The action lies elsewhere, in the
creating of new science. We use geometrical optics all the time, but
it is hardly a topic for live research, or so it may be said. We may rely
on Newtonian mechanics for launching the Hubble space telescope,
but the mechanics is not itself a topic for investigation. Yet of course
there are Newtonian problems that remain deeply challenging, the
many-body problem being the classic example. Ergodic theorems, in
which one shows how stochastic processes can arise from within a
deterministic world, lead on to chaos theory, a domain that blends
mathematics, experiment, and concept formation in ways that may
in retrospect come to seem quite novel. Even at the level of plain
laboratory science, established knowledge—which we had thought
superseded except in application—can be combined with new facili-
ties for instrumentation to vield profound innovations. S. S. Schwe-
ber {1989} has a telling example. In 1981, workers at the University
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of Washington devised the Penning trap, which contains a single
electron in a definite space. Everything they did was planned accord-
ing to, and can be explained by, the prerelativistic {pre-Dirac} theory
of the electron, which might have seemed to be a dead closed system
of interest only to the so-called philosophers of quantum mechan-
ics, who write as if quantum field theory does not exist. But not only
was prerelativistic theory used by the Washington workers: it is also
not clear that their work could have been conceived or made sense
of otherwise. For their purposes, the crude old account of the elec-
tron is better than any other. One reason that a stable laboratory
science may come to life is that advances in technique or technology
developed for other purposes can sometimes be applied only in its
old mature intellectual and experimental framework.

5 Seeming Stability

There are a number of reasons to expect established science to feel
or look stable, which are independent of the more radical meta-
physical theses advanced in this paper. I shall mention three. The
first is our habit of splendid anachronism. We cheerfully speak of
Maxwell’s equations or the Zeeman effect, but what we understand
by these things is very different from what was meant by those
whom we honor. In the case of experimental techniques, a great
many of them fade away, and only the most gifted experimenter can
duplicate what the textbooks casually say was done. New instru-
ments make obsolete the skills needed to build old instruments;
replication requires perverse antiquarianism.

Thus old science is not preserved, the cynic will say: what is
stable is that various events have been turned into facts that are no
longer of immediate interest. We do other things and accept on faith
most knowledge derived in the past. It can be well argued that the
Zeeman effect and the anomalous Zeeman effect are not now what
they were when they were discovered, and it is the practice of teach-
ing and naming that makes things seem so constant.

Second, a secure sense of stability arises from the fact that scien-
tific practice is like a rope with many strands. One strand may be
cut, but others survive intact: the rope, it scems to the unreflective,
holds unchanged. Peter Galison (1987, chap. 5} observes that in any
laboratory science several traditions are at work at any one time.
There are, for example, theoretical, experimental, and instrumental
traditions. There may be a break in a theoretical tradition which has
little effect on the instruments that are used or the ways they are
used. The strong sense of continuity during such a theoretical mu-
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tation results from the fact that instrumental and experimental
practices may continue largely unaffected by changes in theory.
Even when the explanations for the practices change, so that people
understand what they are doing differently, very much the same
skills and material apparatus may be used as before {e.g., Heinz
Post’s example of seeing anthracene ring molecules: Hacking 1983,
1994f.}. Likewise an ongoing theoretical tradition can make us ex-
perience continuity in a time of radical instrumental innovation.

A third and much more common source of felt stability is our
practice of turning various elements of science into what Latour
{1987, 2} calls “black boxes.” These include not only off-the-shelf
apparatus but also all sorts of systems for operating on symbols, for
example, statistical techniques for assessing probable error. Mate-
rial black boxes include standard pieces of apparatus bought from an
instrument company, borrowed from the lab next door, rented from
the Bureau of Standards, or abandoned by a military research facility
when it has moved on to fancier gadgets. The laboratory worker sel-
dom has much idea how the box works and cannot fix it when it is
broken. Yet it encodes in material form a great deal of preestablished
knowledge which is implicit in the outcome of an experiment. In-
deed theoretical assumptions may be “built into the apparatus it-
self’ {Galison 1987, 251; emphasis hisj—and that is true not only of
Galison’s high energy physics but of some of the most simple and
direct observational devices {Hacking 1989, 268).

If we had to build every piece of equipment from scratch, not only
would laboratory science be vastly more labor-intensive but it
would also be a great deal less stable. Devices that worked last year
for one purpose would—as anyone who has spent some time in a
laboratory will know—not work this year for the next project. We
are tempted to say that it is the commercial or semicommercial in-
strument makers and salespeople that have long kept science on an
even keel. We do not just buy an instrument and switch it on. As
long as there have been instruments there have been facilitators who
show how an instrument or class of instruments can be put to all
sorts of new purposes. Historians have hardly begun to tell us about
the great instrument makers of London or Berlin in the eighteenth
century, let alone those of Lisbon in the fifteenth. I doubt that they
were so different, except in point of specializations, from what we
find running through the Proceedings of an electron-microscopy
conference that is being held as I write. We find sessions for the
fairly new scanning tunneling {electron) microscope (STM], with
talks on how to apply it to Planar membranes, Doped polypyrole on
ITO glass, vapor-deposited and electrodeposited metal films, etc.
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The speakers are from Shell Development, Westinghouse Rescarch
and Development, Fuji, the Advanced Research Laboratory of Hita-
chi, Philips Analytical Electron Optics Laboratory, as well as aca-
demic institutions in Basel, Ithaca, Freiburg, and Moscow {Bailey,
1989). At such a conference we can get a bird’s-eye glance at how a
type of device barely out of the research stage becomes a black box
that the next generation will use as a stable laboratory tool. The
consumer won't have much idea how the tool works: unlike trans-
mission electron microscopes, whose theory is in some weak sense
understood by those who use it, the new microscopes are built ac-
cording to principles of quantum tunneling that sorely vex even the
most diligent student of macromolecules or metallurgy. And we do
not yet know quite what the black box may do: a Berkeley under-
graduate playing with an STM after hours found he could image
DNA molecules, contrary to anyone’s expectations based on extant
theary of the apparatus.

6 Items Used in the Laboratory

Thanks to the many recent studies by philosophers, historians, eth-
nographers, and sociologists of experimental science, we have much
richer sources of information about the laboratory than were avail-
able a decade ago. This welter of colorful examples makes it hard to
produce any tidy formal characterization of experiment. Hence our
powers of generalization are limited. I shall try to return some de-
gree of abstraction to the philosophy of science by listing some
familiar elements in laboratory experimentation. We must guard
against too strict a set of distinctions. Descriptions of experimental
procedures have long been regimented to make them look as if ex-
periments have much in common. The format for writing up a labo-
ratory report is inculcated in school and preserved, modified, or
reinforced—in ways that vary from discipline to discipline—in pre-
prints and journals. The modest uniformity is largely an artifact of
how our scientific culture wants to conceive itself and has much to
do with our construction of what we call objectivity. Admitting as I
do that there is less in common among experiments than we imag-
ine, I shall nevertheless list some elements that are often discern-
ible. Their prominence and even their presence varies from case to
case and from science to science.

The items are not of the same kind. When I develop the theme of
the self-vindication of laboratory science, I shall hop from category
to category, and so in the following section I present a taxonomic
scheme of reference. My list of elements could be thought of as
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dividing into three groups: ideas, things, and marks. These three
monosyllabic labels should be inoffensive. There is nothing invidi-
ous in calling various kinds of questions and theories “ideas.” They
are among the intellectual components of an experiment. The ma-
terial substance that we investigate or with which we investigate is
not always best called a “thing”; instruments are things; are Norway
rats or polarized electrons or bacteriophages things? But “things”
serves; it is the briefest contrast with “idea.”” T speak of the out-
comes of an experiment as marks, and subsequent manipulation of
marks to produce more marks. This is reminiscent of Latour’s insis-
tence that a laboratory instrument is simply an “inscription-device”
and that the immediate product of a laboratory is an inscription
{1987, 68}. For me, “mark” is not only the shorter word but also
more suitably ambiguous, allowing it to cover a number of my
items. According to my dictionary, marks are “visible impressions,”
“signs or symbols that distinguish something,” “written or printed
signs or symbols,” “indications of some quality,” and also “goals.”

We shall never confuse theory with apparatus (an idea with a
thing), and seldom shall we find it difficult to distinguish an instru-
ment from the data that it generates or the statistical analysis that
we make of them {although marks are things, we won't here confuse
a thing with marks or the manipulation of marks}. But within my
three subgroups of ideas, things, and marks, some of the clements
run into each other, and we may disagree about how to file items
within my list. That is of no moment here, for stability arises from
the interplay of these elements, and an account of it does not require
a rigid taxonomy.

7 Ideas

1. Questions. There is a question or questions about some sub-
ject matter. The question answered at the end of the experiment
may be different from the one with which the investigators began.
Questions range from those rare ones emphasized by philosophers:
“which of these competing theories is true or false?” to the common-
place, “what is the value of this quantity?” or “does treating X with
Y make a difference, and if so what good differences and what bad
ones?’’ When a question is about a theory, I shall speak of the theory
in question. Crucial experiments have two theories in question.

2. Background knowledge. In what is so often called theory we
should distinguish at least three distinct kinds of knowledge about
the subject matter of the experiment. The divisions (2, 3, and 4] that
I propose are sharp in some disciplines and vague or almost nonex-
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istent in others. First is the background knowledge and expectations
that are not systematized and which play little part in writing up an
experiment, in part because they are taken for granted. These are
surely inescapable. Science without background beliefs makes no
sense.

3. Systematic theory: theory of a general and typically high level
sort about the subject matter, which by itself may have no experi-
mental consequences.

4. Topical hypotheses, as I shall call them, are part of what in
physics is commonly named phenomenology. Because that term
has another meaning in philosophy, and because it can also be used
for {5), we want another name. We are concerned with what con-
nects systematic theory to phenomena. Logical empiricism, with its
strong emphasis on language, spoke of bridge principles {Hempel
1966, 72—5). The name is attractive, although “principles” suggests
something that cannot readily be revised, whereas we are concerned
with what is revised all the time in laboratory work. Indeed the core
bridge principle idea was revealingly expressed by a writer not in the
classic mold of logical empiricism, namely, N. R. Campbell {1920,
122-58), who spoke of a “dictionary” to connect purely theoreti-
cal concepts with observational terms. The connections I have in
mind are too revisable for me to speak of principles or a dictionary.
I call them topical hypotheses. Hypothesis is here used in the old-
fashioned sense of something more readily revised than theory. It is
overly propositional. I intend to cover whole sets of approximating
and modeling procedures in the sense of Cartwright {1983}, and
more generally the activity that Kuhn {1962, 24-33) called the “ar-
ticulation” of theory in order to create a potential mesh with expe-
rience. It is a virtue of recent philosophy of science that it has
increasingly come to acknowledge that most of the intellectual
work of the theoretical sciences is conducted at this level rather
than in the rarefied gas of systematic theory. My word topical is
meant to connote both the usual senses of “current affairs” or “lo-
cal,” and also to recall the medical sense of a topical ointment as
one applied to the surface of the skin, i.e., not deep.

5. Modeling of the apparatus. There are theories, or at least back-
ground lore, about the instruments and equipment listed below as
{6—8). To avoid ambiguity I shall speak of the {theoretical] modeling
of the apparatus, an account of how it works and what, in theory, it
is like. We are concerned with phenomenological theory that en-
ables us to design instruments and to calculate how they behave.
Seldom is the modeling of a piece of apparatus or an instrument the
same as the theory in question (1} or the systematic theory {3}.
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Sometimes it may just be vague background knowledge {2]. It may
overlap with the topical hypotheses {4]. The apparatus of Atwood’s
machine {1784] for determining local gravitational acceleration is a
turning fork with a brush on one prong that is dropped so that the
brush sweeps out a curve on the detector, a plate of glass with white-
wash on it. The theory {and practice} of the tuning fork is plainly
part of the theoretical modeling of the apparatus, and it has almost
nothing te do with the systematic theory of gravitational accelera-
tion or Galilean mechanics. Note that in this case there is no topical
hypothesis. To heighten the contrast between modeling of the ap-
paratus and topical hypotheses, consider the plight of the grandest
of unified theories, superstring theory. Constructed in at least nine
dimensions, it has no experimental consequences at all. The task of
one kind of phenomenology is to articulate the theory so that it does
mesh with our three- or four-dimensional reality. That is a matter of
devising topical hypotheses. A quite different task is the design of
apparatus and understanding how it works, the job of theories about
and modeling of the apparatus.

8 Things

6. Target. This together with elements {7)-{10] comprises the
matériel of the experiment. These items—not all of which need to
be present in an experiment—are often, in physics, described using
a military analogy. First is a target, a substance or population to be
studied. The preparation of the target—in old-fashioned micro-
biclogy by staining, use of microtomes, etc.—is best kept separate
from the modification of the target, say by injecting a prepared cell
with a foreign substance. Similar distinctions can be made in ana-
Iytic chemistry.

7. Source of modification. There is usually apparatus that in
some way alters or interferes with the target. In certain branches of
physics, this is most commonly a source of energy. Traditional in-
organic chemical analysis modifies a target by adding measured
amounts of various substances, and by distillation, precipitation,
centrifuging, etc. In the case of Atwood’s machine we have neither
target nor source of modification; it is a detector pure and simple.
There is nothing ultimate about my classification: a classic descrip-
tion of apparatus due to James Clerk Maxwell, best adapted to phys-
ics, would divide this item into a source of energy and devices for
transport of energy, the latter divided into eight functions {Galison
1987, 24]. Note that although most energy sources are controlled by
us, one of the most powerful, with one of the most distinguished
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track records, comes from on high: the cosmic rays. And the next
major neutrino project, called DUMAND, will use neutrinos as a
source of energy vastly greater than any hitherto used in high energy
physics. A

8. Detectors determine or measure the result of the interference
or modification of the target. I also count as a detector a modest
cosmological laboratory device such as Atwood’s machine, where no
target is influenced (certainly not gravity). Commonly we include
both detectors and sources of modification as apparatus. In many
circumstances the detectors are called instruments, but they are not
the only instruments. Many of the most imaginative detectors can
become what I shall call tools: Michelson'’s interferometer, once the
subtlest detector on earth, has, for example, become a tool for elimi-
nating some of the instrumental error that plagues astronomical im-
aging (Cornwell 1989} '

9. Tools. As we contemplate proton-antiproton colliders and
scanning tunneling electron microscopes, let us not forget the more
humble things upon which the experimenter must rely. In the prepa-
ration of the target, I mentioned microtomes to slice organic matter
thin, stains that color it, chemicals that react, taken off the shelf, or
altered a little for this or that purpose. They are hardly worthy to be
ranked with sources of modification or detectors, but we cannot get
along without them: we also use them at least in the light of back-
ground lore (how a stain or a slicer will alter a specimen, and how it
will not!, and often in the light of 2 good deal of topical and appara-
tus lore. This residual category of tools overlaps with preceding
ones. Is litmus paper tool or detector? In the child’s chemistry set,
it is a detector of acidity, but in the high school lab, it is a tool like
a screwdriver. Any off-the-shelf device, especially one developed in
a discipline unrelated to the immediate experiment, could be clas-
sified as a tool, so that we would restrict {7} and {8} to instruments
that were actually made or adapted in the course of the experiment.
From this perspective many data generators {10}, such as machines
to photograph, count, or print out events of interest, would register
as tools. And what shall we say of frog’s eggs? They are available
from suppliers by the kilo, eggs into which a designated genetic
string is injected because they reproduce it by the eggful, some min-
uscule fraction of it serving as a target for an experiment. Are these
eggs tools? Let us say they are. What of the Norway rat, loyal servant
of anatomists, physiologists, and nutritionists in the nineteenth
century, and after much inbreeding and induced mutation, at the
forefront of immunogenetics and recombinant experiments at this
very moment? {Gill et al. 1989). Are these Norway rats tools? What
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about their pituitary glands, used in endocrinology assays in ways
made familiar to philosophers by Latour and Woolgar {1979)2

10. Data generators. Atwood’s machine needs a person or robot
with a ruler to measure the distances between successive passages
of the brush over the center line. People or teams who count may be
data generators. In more sophisticated experiments, there are micro-
graphs, automatic printouts, and the like. There is no need to insist
on a sharp distinction in all cases between detector and data-gener-
ating device. In the early days a camera taking micrographs from an
electron microscope was a data generator that photographed a vis-
ible image for study, analysis, or the record. Today the camera is
more often the detector; the data generator may be a scanner work-
ing from the micrograph.

9 Marks and the Manipulation of Marks

11. Data: what a data generator produces. By data I mean unin-
terpreted inscriptions, graphs recording variation over time, photo-
graphs, tables, displays. These are covered by the first sense of my
portmantean word “mark.” Some will pleonastically call such marks
“raw data’’ Qthers will protest that all data are of their nature in-
terpreted: to think that there are uninterpreted data, they will urge,
is to indulge in “the myth of the given.” I agree that in the labora-
tory nothing is just given. Measurements are taken, not given. Data
are made, but as a good first approximation, the making and taking
come before interpreting. It is true that we reject or discard putative
data because they do not fit an interpretation, but that does not
prove that all data are interpreted. For the fact that we discard what
does not fit does not distinguish data from the other clements
{1}—{14}: in the process of adjustment we can sacrifice anything from
a microtome to a cyclotron, not to mention the familiar Duhemian
choice among the hypotheses in the spectrum {1}—{5] for the ones to
be revised in the light of recalcitrant experimental results.

12. Data assessment is one of at least three distinct types of data
processing. It may include a calculation of the probable error or
more statistically sophisticated versions of this. Such procedures are
supposed to be theory neutral, but in complex weighing of evidence
they are sensibly applied only by people who understand a good
many details of the experiment—a point always emphasized by the
greatest of statistical innovators, R. A. Fisher, although too often
ignored by those who use his techniques. Slang talk of statistical
cookbooks-—recipes for making computations of confidence inter-
vals or whatever—has more wisdom in it than is commonly sus-
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pected. Good cooks must know their foodstuffs, their fire, their
pots; that is true by analogy of the person who tends the apparatus,
but it is equally true that good statisticians have to know their ex-
periment. Data assessment also includes a nonstatistical aspect, the
estimation of systematic error, which requires explicit knowledge of
the theory of the apparatus—and which has been tooe little studied
by philosophers of science.

13. Data reduction: large or vast amounts of unintelligible nu-
merical data may be transformed by supposedly theory-neutral sta-
tistical or computational techniques into manageable quantities or
displays. Fisher used the word “statistic” to mean simply a number
that encapsulated a large body of data and {independently of Shan-
non) developed a measure of the information lost by data reduc-
tion, thus determining the most efficient {least destructive] types of
reduction.

14. Data analysis: an increasingly common form is well de-
scribed by Galison {1987} in connection with high energy experi-
ments. The events under study in an experiment are selected,
analyzed, and presented by computer. This may seem like a kind of
data reduction, but the programs for analyzing the data are not sup-
posedly theory-neutral statistical techniques. They are chosen in
the light of the questions or focus of the experiment {1] and of both
topical hypotheses (4} and modeling of the apparatus (5], In this case,
and to a lesser extent in the case of {11] and even {12}, there is now
commonly an echelon of workers or devices between the data and
the principal investigators; Galison argues that this is one of the
ways in which experimental science has recently been transformed.
There are many other new kinds of data processing, such as the en-
hancement of images in both astrenomy and microscopy. And {11}—
{14} may get rolled into one for less than $2,000. “With the new
$1,995 EC910 Densitometer, you can scan, integrate, and display
electrophoresis results in your lab PC. Immediately! No cutting, no
hand measuring. Programs accept intact gel slabs, columns, cellu-
lose acetate, chromotography strips and other support media” {Soft-
ware extra, $995; from a typical 1989 ad on a back cover of Science].

15. Interpretation of the data demands theory at least at the level
of background knowledge {2}, and often at every other level, includ-
ing systematic theory {3}, topical theory (4}, and apparatus modeling
{5). Pulsars provide an easy example of data interpretation requiring
theory: once a theory of pulsars was in place, it was possible to go
back over the data of radio astronomers and find ample evidence of
pulsars that could not have been interpreted as such until there was
theory. The possibility of such interpretation also mandated new
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data reduction (12} and analysis (13}, and the systematic error part of
the data assessment {11} had to be reassessed. More about interpre-
tation below.

10 Qualifications

It is tempting to follow Galison {1988, 525] and take {2]—{5} as the
“establishment of knowledge prior to experimentation.” That sug-
gests something put in place before the experiment and enduring
throughout it. My picture of experimentation is, in contrast, one of
potential modification of any of the elements {1}—{15]}, including the
prior “knowledge.” Many things are “established” before the ex-
periment—not just knowledge but also tools and techmiques of
statistical analysis. But none of these is established in the sense of
being immutable. As promised, far from rejecting Popperian ortho-
doxy, we build upon it, increasing our vision of things than can be
“refuted.”

Second, I have omitted from my list something that is rather rigid
during the time span of even the most extended experiment-——what
we indicate with words like weltanschauung or Holton’s {1978,
1987) “themata” and “thematic presuppositions,” or even A. C.
Crombie’s “styles of scientific reasoning’” {Hacking 1982, 1992]. We
have expectations about what the world is like and practices of rea-
soning about it. These govern our theories and our interpretation of
data alike. Quite aside from our Humean habits, we think of Kel-
vin's dictum so characteristic of positive science at the end of the
nineteenth century: we do not understand a thing until we can mea-
sure it. That smacks more of metaphysics than methodology—the
world comes as measurable. We think of Galileo’s doctrine that the
author of nature wrote the book of the universe in the language of
mathematics. We think of the twinned aspects of post-Baconian
science to which Merchant {1980} and Keller {1986} have drawn at-
tention: {a) the expectation that we find out about the world by in-
terfering with it, ideally in military fashion with targets; (b} the
expectation that nature “herself” works that way, with forces and
triggering mechanisms and the like, and in general a master-slave
mode of interaction among her parts. These conceptions, be they
mathematical or magisterial, are visions of what the world is like,

I have omitted such things from {1}—{15) because experimenters
do not literally use them. Some philosophers would say that experi-
ments presuppose large-scale entities such as themata or styles or
paradigms. Many a cynic would say that there are no such things. In
the present essay I need not engage in that debate, because whatever
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the status of such entities—be they analytical concepts or mind-
framing schemata or sheer fiction—experimenters do not change
their ideal conceptions of the universe in the course of, or at any
rate because of, experimental work. Such notions are not molded to
fit into {1}—{15}): they stand above them. It is true that systematic
theory {2}, black-box tools {9}, and procedures of data assessment
(12} or reduction {13} are seldom much affected by experimental
work, but they can be, and they certainly are explicitly used in ways
in which weltanschauungs or Denkstile aren’t.?

Finally, I have said nothing about the most important ingredient
of an experiment, namely, the experimenters, their negotiations,
their communications, their milieu, the very building in which they
work or the institution that foots the bills. I have said nothing of
authors, authority, and audience. In short, nothing of what Latour
indicates by his titles Science in Action and Laboratory Life. This
is once again because I am concerned with elements that are used in
the experiment. But that is weak, because experimenters use money,
influence, charisma, and so forth. We can nevertheless to some ex-
tent hold on to the difference between what the experimenters use
in the experiment and what is used in order to do the experiment or
in order to further its results {Latour would protest that stable sci-
ence arises only when the world of the laboratory is embedded in a
far-larger social network}. Those tired words “internal” and “exter-
nal” seem useful here; I have been offering a taxonomy of elements
internal to an experiment.

Despite my restriction to the internal, my concern with stability

2. Andrew Pickering noted at this point that “the recent move to microanalyses
of practice seems to have left these big, underlying, unifying aspects of culture hang-
ing (if they exist},” and rightly urged more discussion {letter of 28 November 1989]. 1
agree; a talk given on & October began, A philosophical task in our times is to con-
nect {g] social and micro-social studies of knowledge, {b] metaphysics, and what we
might call {c} the Braudelian aspects of knowledge’ {Hacking 1992a]. By {c} ] meant
“relatively permanent, growing, self-modulating, self-revising features of what we
call science,” exemplified by entities mentioned in the paragraph above. My own
view is that there is no one story to tell about all the disparate Braudelian entities,
but [ have atternpted to give an account of {a]—[¢} for my notion of styles of reasoning.
These are not matters for the present paper. But I show how the theory of self-vindi-
cation advanced here would be located within my theory of the self-authentication
of styles of reasoning. Laboratory science forms one of my six designated styles of
reasoning, but vindication is distinct from authentication. I use “self-authentication”
to mean the way in which z style of reasoning generates the truth conditions for the
very propositions which are reasoned to using that style, suggesting a curious type of
circularity. Thus self-authentication is a logical concept. Self-vindication is a mate-
rial concept, pertaining to the way in which ideas, things, and marks are mutually
adjusted.
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accords quite well, if in a conservative and conservationist fashion,
with studies of the social construction of scientific facts. Unlike
pedestrian antirealists of an instrumentalist or empiricist or positiv-
ist sort, constructionalists hold that facts and phenomena are made,
not observed, and that criteria for truth are produced, not preor-
dained. They hold that scientific facts are real enough once the mak-
ing has been done, but that scientific reality is not “retroactive.” My
investigation of stability is precisely an investigation of that kind of
product from z different vantage point. I am moved to the investi-
gation by a curiosity about the death that follows laboratory life,
about the cumulative inaction that follows science in action.

11 Extending Duhem’s Thesis

Duhem {1906] observed that if an experiment or observation was
persistently inconsistent with theory, one could modify theory in
two ways: either revise the systematic theory {3] or revise the aux-
iliary hypotheses {in which we include both topical hypotheses [4]
and modeling of the apparatus [5]}. His classic example was astron-
omy, not a laboratory science, but the message was clear. Should a
theory about the heavens be inconsistent with data, he said, we may
revise astronomy, or modify either the theory of the transmission of
light in space or the theory of telescope {5]. But that is only the
beginning of the malleability of my fifteen elements. For example,
we can try to modify the telescope or build a different kind of tele-
scope. That is, try to save the systematic hypothesis by adapting the
detector {8).

Several recent contributions help to enlarge the Duhemian vi-
sion. Pickering {1989} regards the topical hypotheses {4}, the model-
ing of the apparatus {5}, and the matériel as three “plastic resources.”
He has an elegant example, retold with a different emphasis in Pick-
ering 1990, of getting an experiment to work. The same example is
also used, with purposes not unlike mine, by Gooding {chap. 3}.3
There were two competing theories in question {1}: free charges
come either in units of e, the charge on the electron, or 1/3 ¢, the

3. The repetition of the example is now becoming embarrassing, and [ welcome
Gooding’s providing two more examples that make additional points. I appropriated
Pickering’s example after reading an unpublished paper of his {1986), partly because I
had been following the other side of the investigation, that of Fairbanks at Stanford,
who established that there are free quarks {Hacking 1983, 23ff.}. If the example is ever
used again, Morpurgo and Fairbanks should be considered together. As it happens,
many of the things Pickering said about Morpurgo are remarkably transferrable to
Fairbanks’s work on supercooled niobium balls.
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charge on a quark {there was also the background assumption {2}
that these alternatives exhaust the possibilities]. The matériel was
a highly modified version of Millikan’s oil drop apparatus to deter-
mine the charge on the electron. This nicely divides into target,
source of modification, and detector. The initial results of the ex-
periment were consistent with there being a continuum of free
charges. The investigator had to change both his source of modifi-
cation {7} and his modeling of the apparatus {5}. That is, he had to
tinker with the equipment (it was a matter of moving condenser
plates in a way counter to that predicted by the original theoretical
model of the apparatus), and he had to revise the account of how the
apparatus worked. The experiment ended by producing data that
could be consistently interpreted by only one of the two competing
systematic theories: no free quarks were there to be observed.

Pickering emphasizes apparatus, modeling, and topical hypothe-
ses. Ackermann {1985) draws our attention to other groupings of my
elements, well summed up in his title, Data, Instruments, and
Theory. He is concerned with a dialectical relationship between data
{11}, interpretation {15}, and systematic theory {2}. Despite his title
he has, like Duhem and unlike Pickering, a passive attitude to in-
struments, for he thinks of them pretty much as black boxes, as
established devices that generate data which is literally given. He
thinks of an instrument in the way in which an eighteenth-century
navigator would regard a chronometer, or a cell biologist would
think of a nuclear magnetic resonance spectrometer—as off-the-
shelf reliable technology. According to Ackermann, the primary task
of the scientist is to interpret data in the light of theory and to revise
theory in the light of interpretation. Thus his story is like most tra-
ditional philosophy of science, except that his data are my {11). They
are not theory laden but are material artifacts, photographs, or in-
scriptions, the productions of instruments—marks, in short.

The data themselves are something given by instruments, or by a
set of instruments of a certain kind, which Ackermann calls an instru-
mentarium, and each instrumentarium has its own data domain.
The instrumentarium of classical mechanics, he says, is different
from that of quantum mechanics, and the old mechanics interprets
data delivered by one kind of instrument, while the newer mechan-
ics interprets data produced by another kind. Ackermann proposes
that a laboratory science becomes stable when there is a class of
instruments that yield data of a certain kind such that there is a
body of theory that can interpret the data uniformly and consis-
tently. A theory, as I understand him, is then true to the data gener-
ated by a certain class of instruments, and different theories can be
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true to different classes of data delivered by different instrumentaria.
This suggests a new and fundamental type of incommensurability.
It used to be said that Newtonian and relativistic theory were in-
commensurable because the statements of one could not be ex-
pressed in the other—meanings changed. Instead I suggest that one
is true to one body of measurements given by one class of instru-
ments, while the other is true to another. I have already remarked
that Ackermann’s discussion of instruments is far too respectful and
that his conception of disjoint instrumentaria is farfetched. The tex-
ture of instrumentation and its evolution is vastly more subtle than
he makes it to be. Nevertheless his simplistic picture has the germ
of an important truth.

Duhem, Pickering, and Ackermann point to interplay among sev-
eral subsets of the elements (1}—{15]. Pickering attends to the mod-
eling of the apparatus and the working of the instruments: we
acknowledge data as data only after we have gotten handmade ap-
paratus to work in ways that we understand. Duhem emphasized
the intellectual elements {1]-{5). Ackermann, observing that data
¢an be understood in many ways or not at all, put the emphasis on
a dialectic invelving theories and interpretation, regarding instru-
ments and the data that they produced as fixed points. We should
learn from all these authors. Let us extend Duhem’s thesis to the
entire set of elements {1}—{15}. Since these are different in kind, they
are plastic resources in different ways. We can {1] change questions;
more commonly we modify them in midexperiment. Data {11} can
be abandoned or selected without fraud; we consider data secure
when we can interpret them in the light of, among other things,
systematic theory {3]. But it is not just Ackermann’s interpretation
of data by theory that is in play. Data processing is embarrassingly
plastic. That has long been familiar to students of statistical infer-
ence in the case of data assessment and reduction, {12} and {13].
Because statistics is a metascience, statistical methodologies are sel-
dom called into question inside a laboratory, but a consultant may
well advise that they be. Data analysis is plastic in itself; in addition
any change in topical hypotheses {4} or modeling of the apparatus (5]
will lead to the introduction of new programs of data analysis.

We create apparatus that generates data that confirm theories; we
judge apparatus by its ability to produce data that fit. There is little
new in this seeming circularity except taking the material world
into account. The most succinct statement of the idea, for purely
intellectual operations, is Nelson Goodman’s summary (1983, 64} of
how we “justify”” both deduction and induction: “A rule is amended
if it yields an inference we are unwilling to accept; an inference is
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rejected if it violates a rule that we are unwilling to amend.” There
is also more than a whiff of Hanson’s {1965} maxim that all obser-
vation is theory loaded, and of the corresponding positivist doctrine
that all theory is observation loaded. The truth is that there is a play
between theory and observation, but that is a miserly quarter-truth.
There is a play between many things: data, theory, experiment, phe-
nomenology, equipment, data processing.

12 Maturing Science

Adjustment does not imply stability. All that is said in the preceding
section is consistent with the “underdetermination of theory by
data’’—the usual lesson drawn from Duhem'’s reflections. Yet the
common expetience of the laboratory sciences is that there are all
too few degrees of freedom. All of those items like {1]—{15} and more
can be modified, but when each one is adjusted with the others so
that our data, our machines, and our thoughts cohere, interfering
with any one throws all the others out of whack. It is extraordinarily
difficult to make one coherent account, and it is perhaps beyond our
powers to make several. The philosophical task is less to understand
an indeterminacy that we can imagine but almost never experience
than to explain the sheer determinateness of mature laboratory sci-
ence, On the one hand it is utterly contingent that our intellectual
structure {1}—{5] is what it is, but given that it is the way it is, only
rarely can it be changed, although it can be superseded.

How, then, does a laboratory science mature? Here is a very lib-
eral adaptation of Ackermann’s idea. A collection of kinds of instru-
ments evolves—an instrumentarium—hand in hand with theories
that interpret the data that they produce. As 2 matter of brute con-
tingent fact, instrumentaria and systematic theories mature, and
data uninterpretable by theories are not generated. There is no drive
for revision of the theory because it has acquired a stable data do-
main. What we later see as limitations of a theory are not data for
the theory.

For example, geometrical optics takes no cognizance of the fact
that all shadows have blurred edges. The fine structure of shadows
requires an instrumentarium quite different from that of lenses and
mirrors, together with a new systematic theory and topical hypothe-
ses. Geometrical optics is true only to the phenomena of rectilinear
propagation of light. Better: it is true of certain models of rectilinear
propagation. It is the optics and the models and approximations that
comprise the topical hypotheses {4} that are jointly true to the phe-
nomeng, No matter how it is supplemented, geometrical optics is
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not true to the phenomenon of blurred edges of shadows—a phe-
nomenon that, unlike most, is there for the noticing. Theories and
phenomenology true to the phenomena of shadows became estab-
lished because they were true to the phenomena elicited by a new
family of instruments that began to be developed in the nineteenth
century. There is no requirement that theories that address one kind
of data should address another.

Stable laboratory science arises when theories and laboratory
equipment evolve in such a way that they match each other and are
mutually self-vindicating. Such symbiosis is a contingent fact about
people, our scientific organizations, and nature. In referring to na-
ture I do not imply that nature causes or contributes to such sym-
biosis in some active way. I do not invoke nature as an explanation
of the possibility of science, in the way in which those fantasists
called scientific realists sometimes invoke nature or underlying re-
ality to explain the “success’” of science. I mean only that we might
have lived in an environment where laboratory science was imprac-
ticable. Alsq, as I note in my final section on induction, we may live
today in an environment in which all our apparatus ceases to work
tomorrow.

Symbiosis and stability are one contingency; there is another
more interesting one. Laboratory science might have been the sort
of enterprise that either stagnates or else is revisable only by aban-
doning all that has gone before. The contingency that prevents
stagnation without nullifying an existing order of theory and instru-
mentation is this: new types of data can be produced, thought of as
resulting from instruments that probe more finely into microstruce-
ture, and which cannot be accommodated at the level of accuracy of
which established theory is capable. A new theory with new types
of precision is needed [recall Heisenberg on closed systems, men-
tioned above). Space is created for a mutual maturing of new theory
and experiment without dislodging an established mature theory,
which remains true of the data available in its domain.

Kuhn {1961} noticed almost all of this with characteristic preci-
sion. Fetishistic measurement sometimes hints at anomaly that can
only be tackled by devising new categories of instruments that gen-
erate new data that can be interpreted only by a new sort of theory:
not puzzle solving but revolution. This is the ovetriding theme of
his study of black-body radiation {Kuhn 1978). He omitted only the
fact that the old theory and its instruments remain pretty much in
place, in their data domain. Hence new and old theory are incom-
mensurable in an entirely straightforward sense. They have no com-
mon measure because the instruments providing the measurements
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for the one are inapt for the other, This is a scientific fact that has
nothing to do with “meaning change” and other semantic notions
that have been associated with incommensurability.4

This iconoclastic {but practical} vision makes good sense of the
disunity of science. We staunchly believe that science must in the
end be unified, because it tries to tell the truth about the world, and
there is surely only one world. {What a strange statement, as if we
had tried counting worlds.] The sciences are disunified for all sorts
of reasons as cataloged in Hacking (1990). One of these is the sheer
proliferation of specializations so well recounted by Suppes {1984,
chap. 5). But it is also disunified in a way that has not hitherto been
much discussed. It is disunified in part because phenomena are pro-
duced by fundamentally different techniques, and different theories
answer to different phenomena that are only loosely connected.
Theories mature in conjuncture with a class of phenomena, and in
the end our theory and our ways of producing, investigating, and
measuring phenomena mutually define each other.

13 Truth

Could two theories with no common measure, in the above literal
sense, both be true? Is not at most one theory true, the old mature
one or an aspiring new one that takes account of a new data domain?
Only if we suppose that there is in the end only one true ultimate
theory that corresponds to the world. Some philosophers who are
halfway along this road find solace in saying that different theories
are true of different aspects of reality, but what work is “reality”
doing here? We need say no more than this: the several systematic
and topical theories that we retain, at different levels of application,
are true to different phenomena and different data domains. Theo-
ries are not checked by comparison with a passive world with which
we hope they correspond. We do not formulate conjectures and then
just look to see if they are true. We invent devices that produce data
and isolate or create phenomena, and a network of different levels of

4. A great many distinct ideas can be associated with the “no common measure”
theme. I distinguished three of them in Hacking 1983, 67—74. In unpublished work,
Kuhn expresses a preference for the more ordinary word “untransiatable,” to be ex-
plained less by a theory of meaning than by a theory of natural kinds and a lexicon of
natural-kind terms. I try to develop consequences of this idea in Hacking 1992b. The
literal version of “no common measure’ above—called a “new kind of incommen-
surability”” above—is one aspect of what Pickering {1984, 40711} calls “global in-
commensurability,” which he illustrates with the contrast between the “new” and
the “o0ld” high energy physics of the 1970s and early 1980s.
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theory is true to these phenomena. Conversely we may in the end
count them as phenomena only when the data can be interpreted by
theory. Thus there evolves a curious tailor-made fit between our
ideas, our apparatus, and our observations. A coherence theory of
truth? No, a coherence theory of thought, action, materials, and
marks.

We don’t want here a theory of truth at all. Not that I'm against
truth, or the word “true” in its place. One of the uses of the word,
as has often been remarked, is to enable us to agree with, approve of,
or commit ourselves to a batch of assertions that we don’t want to
bother asserting—out of a desire for brevity or a quest for style, or
because we lack the time to talk at length, or because we don't know
in detail what the assertions actually assert. We dearly need this use
of the word “true” in science, since few can remember what any
theory, systematic or topical, is in all its complexities. Hence we
refer to theories by their names and say that what we name is true.
It is no metaphysics that makes the word “true” so handy, but wit,
whose soul is brevity.

We modify, I have said, any or all of my fifteen elements in order
to bring them into some kind of consilience. When we have done so
we have not read the truth of the world. There usually were not
some preexisting phenomena that experiment reported. It made
them. There was not some previously organized correspondence be-
tween theory and reality that was confirmed. Our theories are at
best true to the phenomena that were elicited by instrumentation in
order to get a good mesh with theory. The process of modifying the
workings of instruments—both materially {we fix them up] and in-
tellectually {we redescribe what they do}—furnishes the glue that
keeps our intellectual and material world together. It is what stabi-
lizes science.

14 Application

When defining the laboratory sciences, 1 said that the end in view
was an increase in knowledge, understanding, and control of a gen-
eral or generalizable sort. If mature laboratory sciences are self-
vindicating, answering to phenomena purified or created in the
laboratory, how then are they generalizable? For nothing is more
notable than our success, from time to time, in transferring stable
laboratory science to practical affairs. The aim of most “mission-
oriented’” science {to use the jargon of a decade ago) in industrial,
medical, military, and ecological spheres is precisely to increase our
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knowledge and our skills to solve a practical problem that existed
before and remains outside the laboratory.

I don’t think that there is a problem here, Sometimes techniques
and devices developed in the laboratory move into our larger envi-
ronment and indeed help us in some already-chosen mission. Some-
times they don’t. When prototypes have been made industrial {(be
they machines or medicines}, they will work reliably in controlled
conditions. They may or may not be useful in the more luxuriant
foliage of everyday life. In fact, few things that work in the labora-
tory work very well in a thoroughly unmodified world—in a world
which has not been bent toward the laboratory. That of course is a
contingent matter; it could have been different. But whatever was
the case, success or failure in a2 mission does not vindicate or refute
a theory which is true to phenomena generated in the laboratory.
Vindication and refutation occur only on that site; value in a mis-
sion is something else. All the jokes about military gadgetry hinge
on this banal fact. If people opposed to conventional medicine had a
sense of humor, and if the rest of us didn’t feel that jokes about
disease were sick, then they could make exactly the same jokes
about medical research that we peaceniks make about weapons re-
search. The military like to advertise their gadgets as working with
surgical precision. When was the last time they were in a surgery?

I must, however, acknowledge a metaphysical worry in the offing.
I invite it even with my halfhearted use of the phrase “true to.”
Suppose I am right, that the mature laboratory sciences are true to
phenomena created in the laboratory, thanks to mutual adjustment
and ensuing self-vindication. If so, the applicability of laboratory
science is no mere contingency but something of a2 miracle. There
are two distinct responses to this, depending on what kind of mir-
acle the protester has in mind. I think a metaphysical miracle is
intended, but first a more modest one.

Taking as an example Pasteur’s success with anthrax, a perfect
instance of rapid movement of knowledge and technique from labo-
ratory to the field, Latour writes that “if instead of gaping at this
miracle we look at how a network is extended, sure enough we find
a fascinating negotiation between Pasteur and the farmers’ repre-
sentatives on how to transform the farm into a laboratory” {Latour
1987, 249, emphasis his}. That indicates a special case of an enor-
mously important observation. We remake little bits of our environ-
ment so that they reproduce phenomena first generated in a pure
state in the laboratory. The reproduction is seldom perfect. We need
more than the (4} topical hypotheses and the {5] modeling of the
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laboratory apparatus; we need more thinking of the same kind as {4]
and (5). But the application of laboratory science to a part of the
world remade into a quasi-laboratory is not problematic, not mi-
raculous, but rather 4 matter of hard work.

Latour’s response nevertheless leads to the metaphysical miracle.
For it invites the observation that anthrax has been eliminated
from many regions. Smallpox no longer exists on the face of the
earth, and the potential for making a person sick of smallpox now
exists, we believe, only in a small number of securely locked refri-
gerators in a few national laboratories. Isn’t that because we have
found out something about our environment outside the laboratory
and then applied our hard-won knowledge? And does that not mean
that there are (and were) certain truths about anthrax, in addition to
Pasteur’s speculations being true to phenomena generated in the
laboratory?

The source of this worry is the metaphysical mistake of thinking
that truth or the world explains anything. “If the treatment works,
then the world or the truth about the world makes it work, and that
is what we found ocut in the laboratory and then applied to the
world.” Not so. I said that mature {aboratory sciences are true to the
phenomena of the laboratory. In so saying [ was describing, not ex-
plaining anything. A science is true to the phenomena when it fits
the analyzed data generated by instruments and apparatus, when
modeled by topical hypotheses. Every one of those fifteen items of
mine that is germane to a test has to be brought in for the vindica-
tion of the science, and when the science is mature, they are in such
mutual adjustment that there is what I call self-vindication. Indeed,
what we want to be the case in mission-oriented research is that the
reproducible apparatus [or chemical or whatever} also has happy ef-
fects in the untamed world. But it is not the truth of anything that
causes or explains the happy effects.

15 Induection

The doctrine of mature self-vindicating laboratory sciences has no
mote to do with the problem of induetion than does Popper’s meth-
odology of conjectures and refutations or Kuhn’s analysis of scien-
tific revolutions. That is as it should be. The problem of induction
was posed in connection with bread, postmen, and billiards. It has
nothing special to do with science, although it has everything to do
with civilization, for the question was posed for the wares of cooks
and craftsmen |bread and billiard balls} and for institutionalized
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people {postmen). The problem of induction must nevertheless take
its own form within my conception of science, just as it must, or
should, within every other.

The problem of induction must not be confused with our mani-
fest fallibility. Quite aside from questions about the projection of
the past onto the future, there is no guaranteed irrefragable eternal
self-vindication of a laboratory science. Sometimes a theory may be
true to a body of phenomena and have a closed data domain in the
way that [ have suggested and yet fail to survive. The transformation
of the particle theory of light into the undulatory theory is of just
this sort. In the beginning it was not a new kind of instrument that
did in the old ideas: the phenomena that made the wave theory com-
pelling were elicited by what one might call Newtonian instrumen-
tation {much of it worked by the adamant corpuscularian David
Brewster} even before Fresnel had provided the mathematics of the
wave theory that was fully able to interpret the data. A longish pe-
riod of stability within a data domain does not promise that things
have come to an end.

A more interesting case is the caloric theory of sound. Laplace
calculated the velocity of sound assuming a substance he called ca-
loric, and it fit the experimental determinations of the day. Yet it
looks as if they are out by 30 percent. The velocity of sound is indeed
nontrivial {there are at least three distinguishable “velocities of
sound”’}, but even so we can’t understand what Laplacean experi-
menters were doing. We abandon their phenomena as gladly as we
forget caloric. So much is familiar conjecture and refutation. It may
invite cynicism about stability but not philosophical skepticism, to
which I now turn.

I should like to reverse the emphasis of philosophical skepticism.
In our time it has chiefly focused on propositions; those true of the
past might not hold true of the future. Our expectations and beliefs
might not rightly project onto the future. The philosopher of experi-
ment must descend from semantics and think about things and ac-
tions instead of ideas and expectations.

A laboratory science could become genuinely unstable. Qur tech-
nologies might cease to work. Phenomena might no longer oblige.
What would change, in my skeptical fantasy, is that our apparatus
would no longer be able to elicit phenomena. Nothing that 1 have
said about stability should prevent that form of wonder we call the
problem of induction. The question, “why expect the future to be
like the past?” takes on a new form for the laboratory and for the
phenomena that it produces. “Why should types of devices that we
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have made, and have made to behave in certain ways in the past,
continue to do so in the future?”’s
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3

Putting Agency Back into Experiment

David Gooding

This chapter is about agency in a world of magnets, wires, vacuum
chambers, ionizers, images, sketches, concepts, and beliefs. I am in-
terested in agency that is embodied. As Dr. Johnson saw, our embod-
ied state enables us to do far more than receive experiences and utter
sentences about them, it enables us to provoke the world to impinge
on our senses. Even in thought experiments, fictional embodiment
enables us to explore possible worlds.! This should be obvious. It
isn’t, however, because most people encounter science through ret-
rospective, narrative forms such as textbooks and films, in which
research processes have been reconstructed into the orderly stream
of narratives. Philosophers order these narratives further as logically
structured verbal activity. Manipulative practices, barely glimpsed
through such texts, don’t appear at all in philosophical discussions
of science. Since received views of knowledge restrict knowledge to
what has been represented, the neglect of agency in observation and
experiment seemed so natural as to be unoticed. A major survey of
mainstream philosophy of science, for example, mentions experi-
ment only twice, and neither reference has anything to do with
experimentation.> Most Anglo-American philosophy has sought to
reduce the interaction of theory and experiment to a logical relation-
ship, that is, a relationship between propositions. This makes ex-

Parts of this chapter were read in 1988 at the Center for Advanced Studies, University
of linois, Urbana, and to the joint 4-S/EASST meeting at Amsterdam, and in 1989
to the Fourteenth Annual Conference on Philosophy of Science at the Inter-Univer-
sity Centre of Postgraduate Studies, Dubrovnik, and to the British Society for the
Philosophy of Science. I would like to thank participants for their comments and
Andrew Pickering for many constructive criticisms and for help with Morpurgo’s
quark-hunting narrative. Figures 3.1-3.5, 3.7-3.10, 3.12, 3.16-3.17 are reprinted by
permission of Kluwer Academic Publishers.

1. See Gooding 1990b, chapter 8.

2. The first deals with theories of data and experimental design which form the
base of Patrick Suppe’s hierarchy of theories; the second discusses Feyerabend’s prag-
matic theory of observation sentences: Suppe 1974, 106-8, 178-79.
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periment into a means of generating propositions which bear some
logical relationship to statements derived from theory.

But this is an untenably simple view of how theories and obser-
vations interact: it makes out that the material world constrains
theory as simply as Dr. Johnson thought he could refute Berkeley.
The promise of a logically proper methodology of experiment no
longer justifies the naiveté of a position which denies scientists as
many ways of interacting with the world as nonscientists {and many
nonhumans] have and which makes empirical access inherently
mysterious.® The mystery is supposed to be penetrable only by a
robust sort of realism.* But it is a false mystery, perpetuated by ig-
noring everything that has not been elevated to the lofty heights of
theoretical discourse. Its falsity emerges when we recover the com-
plexities of practice, once advocated by Kuhn, and the importance
of know-how, as advocated even earlier by Ryle.s

Philosophers such as Putnam and Rescher have recommended a
more practice-oriented approach, but this has not affected philo-
sophical practice, until recently.s After all there is a practical prob-
lem, which is particularly acute for philosophies of experiment.
Much of what experimenters do involves nonverbal doing as well as
saying. Such activity is often skilled and unpremeditated, especially
at the frontiers where new experience is elicited, represented, and
fashioned into empirical evidence. Moreover, scientists themselves
write such agency out of the narratives they publish in papers
and texts, along with many other things they have used or pro-
duced along the way. Where philosophers have argued that natural
phenomena are bounded by theory, I shall argue that natural phe-
nomena are bounded by human activity.” To assert this is to deny
the hallowed independence of the world of representations from
the world of embodied practices. Experiment is a situated form of
learning in which the manipulation of conceptual objects is often
inseparable from the manipulation of material ones, and vice versa.

3. See Giere 1988, 109-10.

4, Namely, one that explains the success of science and scientists’ talk about the
world in terms of correspondence to an independently existing reality: see Boyd 1973,
Brown 1982, Putnam 1975, 1982, for versions of realism that postulate convergence
of theories to true statements about a world independent of our interventions.

5. See Kuhn 1961, 1962; and Ryle 1949, chapter 1.

6. Putnam 1974, Rescher 1980; discussions emphasizing experimental practice
include Ackermann 1985; Beller 1988; Galison 1987, Giere 1988; Gooding 1982,
1990b,; Hacking 1983; Lenoir 1988; Rouse 1987.

7. The most extreme statement of the “theory-dominated” view is Popper 1959,
107; it is criticized extensively in Hacking 1983. For the reduction of experimenta-
tion to theory testing, see zlso van Fraassen 1980.
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Agency involves the manipulation of objects of many kinds—rep-
resented, unrepresented, material, conceptual, imaginary—the sorts
of thing inventoried in lan Hacking’s chapter {chap. 2}. The per-
ceived independence of experimenters’ representations from the
world they invoke is only apparent; that appearance is achieved
through further effort.

Four properties of experimental practice

Are there ways of reaching the practical parts that more literary ap-
proaches cannot reach? I shall approach observation and experiment
through the broader concept of the agency that enables what Quine
called the semantic ascent.® I want to show how philosophy and his-
tory of science might deal with agency in observation and experi-
ment. In the next two sections I focus on the context of experimental
ptactice from which talk and thought about the world emerge. It is
therefore necessary to represent experimentation as a process and
not simply in terms of its antecedents and outcomes. I do this with
diagrams [ call experimental maps. In their fully developed form
the maps visualize some of the complexities of experimentation as
a learning process and should enable comparison of different pro-
cesses {for example, exploratory, developmental, demonstrative, and
rhetorical uses of experiment}. The changing relationships between
experimental practice and argumentation emerge from a compari-
son of maps of different accounts of an experiment. I believe that
these changes will help us to understand how scientists move what
they know from the local, situated uses of particular practices to the
realm of general, theoretically significant argument.

[ introduce the maps by representing two sorts of empirical ac-
tivity: exploratory observation and hypothesis testing. Here too I
argue against the assumption jembodied in the distinction between
discovery and justification} that exploration and testing are essen-
tially different. They are alike in four important respects. These are
important properties of all experimentation [including thought
experimentation, an idea I develop elsewhere). The first is the inter-
action of hand, eye, and mind in the fine structure of observation. |
illustrate this by looking at exploratory observation by Michael
Faraday, in the early stages of the study of electromagnetism. This
work highlights the interaction of an observer’s manipulations of
objects, tentative construals of these manipulations, and interpre-

8. Quine 1960, 270-76.
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tative concepts.® The same interaction of conceptual and material
manipulations enables theory testing, exemplified by the first few
months of Giacomo Morpurgo’s large-scale, long-term project to test
a precise theoretical prediction using a complex experimental sys-
tem. Though very different from Faraday’s bench-top exploration for
new phenomena, Morpurgo’s search for quarks also illustrates the
interaction of experimental technology, instrumental practices, and
theories. Both examples show how theory’s incompleteness and na-
ture’s recalcitrance combine to necessitate a process of learning and
refining practices that build and operate an experimental system.
The familiar distinction between observation and experiment is an-
other artifact of the disembodied, reconstructed character of retro-
spective accounts. )

The second common feature is human agency. Here the linguistic
bent of philosophy proscribes consideration of most of what science
is made of: when statements about outcomes {logical consequences,
observations} are all that matter, instruments become irrelevant (or
are at best mere practical means to theoretical ends} and experi-
menters’ agency does not appear at all. The maps are meant to dis-
play this ingredient in the making of empirical knowledge. To depict
agency in this way does not, of course, prove any philosophical the-
sis: my purpose is to make an important fact about science harder
to ignore.

The third feature shared by observation and testing is the occur-
rence of unexpected events. To appreciate this we must come to
terms with how head and hand or theory and experiment interact.
The accounts of experiments by Morpurgo and by Faraday display
enough complexity to show that making sense of experimental phe-
nomena is a dynamical process in which unexpected events can
make formerly intelligible activity and its outcomes meaningless
and perplexing. This shows that expectations {concepts, gestaltsj do
not always govern experience. The examples also show that observ-
ers have to work to get the experience they want, or at the very least,
to construct something they can communicate. Unexpected events
may indicate several things: a want of skill, a lack of theoretical
explicitness about how some set of propositions practically engages
the world, the recalcitrance of apparatus, the recalcitrance of other
observers, or the recalcitrance of nature.

A fourth feature—or perhaps a nonfeature—is the absence of lin-
ear, logical structure. Structure emerges in the same way as the per-
ceived independence of representations from their objects does, that

9. For construals in observation see Gooding 1986, 1990b.

68



DAVID GOODING

is, through the construction of narratives and their subsequent re-
construction for demonstrative and pedagogical purposes. [ return to
these processes later. When we abandon the dogma that ratiocina-
tion is the only sort of activity deserving philosophical attention,
then it makes sense to ask how reasoning interacts with other ac-
tivities. This opens the possibility of a difierent picture of how what
Andrew Pickering calls “out-thereness’’—the perceived correspon-
dence between things and events in the world and our representa-
tions of them—is constructed.

Corrigibility in practice

This last feature—development of a logical structure—enables ex-
periments to function in arguments. The first three features enable
experimentation to make a difference to theorizing {and vice versa).
How? Unexpected events show where “theory” {by which I mean a
complex of theories and enabling assumptions] does not match the
complexity of nature as implicated by the practices associated with
a particular method of observation or experimentation. Theoreti-
cians cannot work out every implication of a theory. Recalcitrance
in experiment helps identify just those assumptions {or associated
theories) that are actually implicated by the experimental methods
adopted by a particular laboratory. Each test of what may be called
the same theory in different laboratories will invoke different back-
ground knowledge, enabling assumptions, local resources, and com-
petences (Hacking offers a comprehensive taxonomy of things and
ideas useful to experimenters in chap. 2}. Experimentation is largely
about identifying just the assumptions that matter in the world as
engaged in that particular laboratory.

Observable output is not all that matters. There are many in-
structive results that create competences and confidence sufficient
to match theoreticians’ commitment to theory. Such events pro-
vide what I call corrigibility in practice. Like the chaotic motions
Morpurgo’s team observed early in their work and the unexpected
side-to-side-motions Faraday recorded around the middle of a day’s
work with currents and magnets, these events are not reported (or
are soon dropped from accounts} because they have no direct signifi-
cance for the main theory or theories under test. Recalcitrances
indicate a discrepancy between theory, instrumentation, practice
and results. Because they shape and refine practices, they are as
important to the invention of a simple device like Faraday’s rotation
motor as they are to building, operating, and learning how to read a
complex system such as Morpurgo’s quark detector. They show ex-
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perimenters how to get the experimental system to engage with that
bit of the world they are interested in and to create confidence in
the system.

Recalcitrances shape and constrain the development of experi-
mentation: they enable empirical constraint. Recalcitrances are
different irom observations, which provide corrigibility in theory.
Hidden as they are in the fine structure of experiment, it is not suzr-
prising that philosophers overlook them. My examples identify a
few of these practically important but theoretically insignificant
events. These examples show that traditional empiricist views of
science are fundamentally flawed: in seeking empirical constraints
on theory exclusively in stable observation reports, empiricists have
been looking for constraints that do not exist in experimental re-
search {though they do of course appear in journal science and are
common enough in textbooks). Philosophies that deal only in repre-
sentations cannot hope to explain {let alone justify| scientists’ con-
fidence in the existence of experimental phenomena. As Hacking
has argued, experimenter’s realism is not, after all, based upon state-
ments about facts intended to test theories.1?

Representing Experimental Objects

To illustrate the difference between traditional views of experiment
and the procedurally explicit one to be developed here, I shall intru-
duce a graphic representation of experiment in terms of a familiar
task, the methodology of theory testing. For the time being I also
adopt the bifurcation of the world into theoretical representations
and representations of observations: this is a convenient but tem-
porary fiction. Circles denote ideas or concepts {mentally repre-
sented sorts of thing) and squares denote things taken to be in the
material wotld {bits of apparatus, observable phenomena). On the
usual view, the relationship between these must be linear and logi-
cal, because the significance of experimental results {observations)
is purely evidential |or epistemnic]. The familiar theory-observation
relationship would look as shown in figure 3.1, which shows a hy-
pothesis H; derived from theory T,, where H, implies observation
;.. A real-world possibility is imagined in which Oy occurs in the
material situation realized by setup A. This is realized; a result O,
is observed. Comparison of O, with O, shows whether the result
obtained is sufficiently similar to the one predicted to support the
original theory {via the hypothesis}.

10. Hacking 1983, chapter 16.
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Where if
Setup

Observe
Record

Compare to

Figure 3.1 Received view of theory-observation relationship {Gooding 1990b}

Many statements in scientists’ discourse are about entities that
might exist in some world—say, of formally defined objects, or of
theoretically imaginable objects, or of physical objects. They are
based in turn on claims containing information about such worlds.
I combine the squares and circles to represent the ontological am-
biguity of the entities in play. There are mental representations of
things which are taken to be in the real world, but which enter
discourse only as interpreted through a complex of theories. A
schematic model of an electroscope or microscope represents our
understanding of an actual class of instruments, so these would ap-
pear in the map as a square {material artifact] inside a circle {concept
or model of artifact): see figure 3.2a. A model of a hypothetical, pos-
sible but not yet constructed instrument would also be shown as a
square inside a circle (fig. 3.24). Uninterpreted traces on a bubble-
chamber photo would appear as a square {an event in the world].
However, after interpretation as the tracks of elementary particles,
the square representing these traces would appear inscribed within
a circle, indicating its theory ladenness. Similarly, a representation
or model of a putatively real entity or mechanism (such as a bacte-
rium or an electron} would have the same composite form until such
time as it is realized {or made actual}, when it could be represented
simply by a square. A material realization of a2 model {say, an orrery
or a wire-and-putty model of a crystal lattice} would be represented
as in figure 3.2b.

Dualism

“Realizing” means observing in a manner that has come to be ac-
cepted as “direct,” i.e., it is supposed to be as straightforward as Dr.
Johnson’s method of refuting idealism. But in practice even the most
exemplary observation is not that direct. The directness of observa-
tions is a function of the concealment of their history, in which
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O
2a 2b

Figure 3.2 Symbaols denoting representations of ideas, images, mental models, etc.
{a), and things such as phenomena, instruments, etc. (b} {Goeding 1990b)

people have done things in, to, and with a natural and social world.!!
The maps illustrate this by representing the changing ontology of
an experiment as a changing mix of circles, squares, and composite
“squurkles.” They display the fact that realizing is a historical pro-
cess in which the ontological status of observable things is worked
out as observational techniques are developed and disseminated
through the mastery and transfer of skills. As we shall see, once
scientists reach consensus about the status of a phenomenon, entity,
or mechanism and write this into experimental narratives, the on-
tological ambiguity of that phenomenon and the temporal dimen-
sion of its production are lost.

The notation can display the changing status of the objects in
play. In empirical science as distinct from, say, pure mathematics,
we might expect many of the “objects” of mental and material ma-
nipulations to be “composite’—either mental models of material
entities {e.g., a model of an atom) or material embodiments of pos-
sibilities (iconic models and instruments, phenomena-producing
setups). The maps therefore record the undecided ontological status
of much of what is talked about and recorded during experiments.
The ontological ambiguity of manipulated objects is important: it
allows free movement between possible and actual worlds, enabling
new phenomenal possibilities to be constructed. These objects are
later hypostatized as necessarily having been {say} conceptual rather
than material things. The ambiguous status of manipulated objects
is essential to the creative development of thought experiments as
well as real ones.

I am not asserting the practice ladenness of theory as a counter to
the theory ladenness of observation; both theses presuppose a dual-
ism which is suspect. Nevertheless, to start with I use the received
philosophical distinction between the conceptual world of “theory”
and the material world in which “observations” are r:.ade in order
to show later on how the distinction between conceptual and mate-

11. Realizing is therefore a process of articulating material, verbal, and symbolic
procedures and writing these into accounts of how phenomena are produced. This is
quite different from Radder’s notion of “material realization” [Radder 1988) which I
criticize elsewhere {Gooding 1990b, chap. 7.

72



DAVID GOODING

Compare

Figure 3.3 Map of simple hypothesis testing {Gooding 1990b)

rial problem spaces breaks down in unreconstructed practice. As we
unravel reconstruction and move into the detail, we reach a level of
analysis at which the dualistic ontology underlying the distinction
between theory-concept and experiment-material world becomes
untenable.

The composite symbols of figure 3.2 denote representations of
actual states of affairs and realizations of prerepresented possibili-
ties. The idealized notion of hypothesis testing might look as in fig-
ure 3.3. The sequence of theoretical and observational states is
structured, as hefore, by a logic of testing, where both the goal and
the content can be clearly specified in advance. The map of Morpur-
go's work will show that actual hypotheses testing has a very differ-
ent structure. Before turning to this we must represent what enables
scientists to move from one state or object to the next.

Representing Agency

I shall represent agency as a connective, denoted by lines against
which an appropriate verb is printed. Each square, circle, or compos-
ite “squurkle” identifies something produced or used or entertained
in imagination by a scientist or group of scientists. Hacking’s more
comprehensive inventory of ideas, things, and marks includes only
the objects of human agency {see chap. 2|. Human agency is absent
from virtually every discussion of scientific practice, including his.
In the maps, each line represents an action or procedure. Combining
them gives a sequence of thoughts and actions, including thoughts
about objects, about actions and their outcomes, and actions leading
to new thoughts or objects.

The orientation of the procedure lines is important. [ use it to
convey interpretative judgments about whether a particular act or
procedure resulted in change, {e.g., novel experience, a sketch, arti-
facts, concept, or possibility]. A horizontal orientation indicates a
judgment that something new is introduced; vertical orientation
indicates that nothing new results. Such judgments are part of any
interpretative process: the notation is meant to make them explicit
{and therefore challengeablel, not to reify them. Further, this con-
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vention results in a useful feature of the maps: it allows us to
illustrate a difference between experimental records and published
narratives. For example, a map of exploratory work {where a large
number of moves produced a small number of significant results]
will show far more vertical and much less horizontal movement
than a map of the published discovery narratives, where the ratio of
horizontal to vertical is reversed.'? This gives a graphic illustra-
tion of how narratives are simplified through reconstruction in-
tended to juxtapose results to theoretical issues. We will see later
how comparison of the map of Faraday’s record of his discovery of
electromagnetic rotations to a map of his instructions on how to
make rotations with the device he invented illustrates the packag-
ing of skills into instruments and their disappearance from experi-
mental narratives.'

According to philosophers, the repetition of experiment has only
two roles: there is replication {where one result confirms or chal-
lenges an earlier one), and there is the accumulation of evidence, or
inductive support. In real science, repeating procedures is important
to learning how to do an experiment. This may involve developing
observational skills or revising the apparatus itself or the theory of
the apparatus. The notation allows us to represent repetition to en-
able learning so that it looks quite different from repetition that
accumulates similar results to increase inductive support.™ A forty-
five-degree orientation of a line allows us to construct loops repre-
senting trials that accumulate experimental skill or the fine-tuning
of apparatus. Suppose that the previous sequence included several
repetitions of observational procedures. It would appear as the loop
shown in figure 3.4, in which the accumulation of skill precedes the
first recorded observations. Repetition of established procedures to
accumulate further instances appears as a vertical, linear sequence.

Resources

The brackets in figure 3.4 indicate that an experimenter draws on
resources, say, to enable particular operations or processes. Such re-
sources include mathematical or logical procedures {used in deriving
H, from T,}; technological precedents for a proposed device or com-
ponent of a system; a theory of the instrumentation or design work
to generate a viable piece of apparatus A;; skilled procedures and

12. See chapter 7 and the endpapers of Gooding 1990b.
13. See also Gooding 1990a.
14. For details see Gooding 1990b, chapter 6.
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Detivation Instrumental
Rescurces

Compare
Oy nte OH

Figure 3.4 Sequence showing repetition of observaticnal procedures and resources
utilized (Gooding 1990b)

specialized techniques; computational or other representational pro-
cedures which enable [say! comparison of numerical output or ob-
served phenomena O, _, to what was predicted by H,, and so on.
Such comparisons involve similarity judgments. These are based
on consensus-seeking processes which I shall not attempt to map
here.!s Selection of a particular resource often indicates that heuris-
tic considerations are in play, but the use of maps to identify heuris-
tic strategies also lies beyond the scope of this chapter.

Experimenter’s space

Experimentation is a play of operations in a field of activity, which
1 call the experimenter’s space. The place of experiment is not so
much a physical location {(workbench, laboratory, field station} as a
set of intersecting spaces in which different skills are exercised. Of
necessity, the experimental maps are printed in a two-dimensional
field. But this ranges over several fields of activity: the space of con-
crete manipulations; mental spaces in which exploratory imaging
and modeling take place; computational spaces in which analytical
procedures are carried out; the social space in which cbservers ne-
gotiate interpretations of each other’s actions; the physical space of
the laboratory or field, in which observations are fashioned, and
the rhetorical and literary space in which they are reported and put
to work in arguments.’¢ The “actual” discovery path is a chimera

15. Empiricist methodologies take these judgments pretty much for granted, as if
the world caused different observers to see things the same way. For the assumptions
involved, see Bloor 1983 and Gooding 1990b, chapters 1 and 3.

16. The rhetorical and literacy contexts are discussed in Shapin and Schaffer 1985
and Bazerman 1988.
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which the reconstructive nature of thought and action prevents us
from accessing retrospectively. The maps represent plausible path-
ways through experimenters’ space; other pathways are possible
and some of these were followed.”” A map’s plausibility depends on
how well it interprets the information available to the historian, in-
cluding contemporary notes, knowledge of contemporary practices,
retrospective accounts, the repetition of experiments and study of
surviving instrumentation to help interpret these texts, and so on.'®

Construction as Reconstruction

So far we have a notation that represents agency and its objects.
What structure do experimental processes have? The formalistic
bent of philesphy of science made it unnecessary to look for sources
of the logical structure that scientific narratives have. For rational-
ists this structure evinced a transcendent homology between the
structure of thought and that of reality. For the more empirically
minded, good scientific reasoning seemed to reduce to logical argu-
ment, because after all, scientists’ own accounts highlight logical
norms embedded in the methodological canons of their discipline.
There was little here to challenge the presumption that all reason-
ing must have the linear form of deductive argument. But these ac-
counts reconstruct, to ensure that the contingencies and messiness
of empirical work are precisely situated {if they appear at all}. Most
thought is actually convoluted and reflexive; it is “reticular” {that
is, folded like the outer cortex)." Philosophies of science ignore
this, so committing what Tom Nickles labeled the “one-pass fal-
lacy”: they treat scientists’ narratives as realistic accounts of a
single, linear “pass” or sequence of operations.”® This ignores the
fact that such accounts involve complex reconstructions; they are
not records.

Grasping the nettle of reconstruction means acknowledging that
all accounts of experiments—even those made as experiments are
done—involve reconstruction. Reconstruction is needed to produce
an account ordered enough to enable action or to communicate what
is going on. For example, in the accounts we find in notes, records,
correspondence, and working drafts of papers, new images, interpre-

17. For some alternative pathways, see Gooding 1990b, chapter 6.

18. On the use of repetition to aid the interpretation of experimental texts, see
Gooding 1989b, 1990b.

19. This term is due to Agnes Arber {1985].

20. See Nickles 1988, especially 34.
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tations and concepts are being articulated alongside arguments.?!
This type of reconstruction is cognitive: it generates accounts that
tmake experimental behavior intelligible to the actors involved. I dis-
tingish it from demonstrative reconstruction that generates eviden-
tial arguments from accounts of particular experiments. We can
distinguish this {though not too sharply} from methodological re-
construction of an account. This brings the evidential argument
into conformity with the methodological canons governing a par-
ticular experimental discourse.®2 Medawar’s well-known complaint
that the inductive style of evidential argument of published papers
misrepresents the discovery process {which he took to be conjec-
tural and fallibilistic} identifies reconstruction of this kind.?® It is
rhetorical in intent. A more extreme example of rheiorical recon-
struction is Galileo’s exaggeration of values in his account of the
famous tower experiment.?® This is not so far removed from the ex-
emplary demonstrations found in science texts, which involve con-
siderable streamlining of the actual research by selection of the
most straightforward methods and data. Rewriting {once] actual ex-
amples has a didactic as well as a2 demonstrative role, so I shall call
it didactic reconstruction. Didactic reconstruction enables the dis-
semination of what Kuhn called exemplars.?s As Kuhn also pointed
out, science texts and science teaching are the main source of the
concept of experimentation that most nonscientists have.?¢ Finally,
philosophers’ reconstructions remove remaining traces of the re-
ticular structures of thought, action, and interaction to leave a
smooth sheet on which methodologically acceptable or logically
transparent structures can be printed. This attempt to formalize
scientists’ deliberations involves normative reconstruction.?’
These distinctions [see table 1} are loosely drawn. I make them
to highlight the cognitive, situational, procedural, conceptual, for-
mal, and other sources of the argumentative structure that experi-
mental narratives actually have. The invisibility and ubiquity of

21. For examples of the articulation of theoretical concepts, see Holmes 1987 on
Lavoisier, and Wise 1979 on Thomson; for examples from exploratory cbservation,
see Gooding 1986 and 1990b, chapter 2.

22. These canons are specific to different disciplines: for examples see Bazerman
1988 and case studies in Donovan et al. 1988.

23. Medawar 1963.

24, Naylor 1989, 126.

25. See Kuhn 1974.

26. Kuhn argued that this fact has helped reinforce a nonscientific approach to
theory confirmation; see Kuhn 1962, 80, and 1961, 185-86.

27. Its chief proponents are those who expect to find support for philosophical
theories of rationality in empirical case studies: Lakatos 1970 and Laudan 1988.
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Table 1 Types of Reconstruction

Activity Narrative Enables
Cognitive Constructive, Notebook, Representation,
{real-time, creative, sketches, communication,
nonlinear} reasoning letters argument
Demonstrative Reasoning, Drafts of Ordering,
{real-time, argument papers and description,
nonlinear) letters demonstration
Methodological Demonstration Research Communication,
{retrospective papers, criticism,
and linear) monographs persuasion,

reconstructions

Rhetorical Demonstration Papers, Persuasion,
{prospective treatises dissemination
and linear}
Didactic Exposition Textbook, Dissemination of
{prospective treatise exemplars
and linear}
Normative Reconstmction —_ Logical
(linear} idealization

these reconstructive processes makes it important to examine scien-
tists’ material practice as well as their verbal practice. Whereas phi-
losophers might seek evidence of formalizable, preferably deductive
strategies, [ want to open the very structure of experimental pro-
cesses to investigation. Since this structure is made rather than
given, we should recover it empirically.

Comparison of maps of successive accounts of experiment shows
construction and reconstruction at work. For example, narrative
accounts of the same experiment show the disappearance through
editing of human artifice and of the ambiguous ontological status
of objects, This happens progressively, as possibilities are realized
(as instruments, phenomena, etc.}, as skilled procedures are embod-
ied in instruments, and as decisions are made about the reality of
a phenomenon or construct. As remarked earlier, the ontological
status accorded to the entities to which language refers is conferred
through reconstruction; its self-evidence is conferred through con-
cealment of that reconstruction. In more familiar language, judg-
ments about the reality of an entity or about the directness of an
observation are retrospective. Their status reflects confidence based
on certain representations being made and tried, on distinctions be-
ing drawn, skilled practices established, and so on.
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The experimental paths mapped in this chapter involve mainly
cognitive and demonstrative reconstruction. But mapping succes-
sive accounts of an experiment and comparing the maps (as I do
elsewhere] also displays the ordering effects of other kinds of recon-
struction. For example, it is well known that most logically crucial
experiments acquire crucial status through retrospective construc-
tions [often in textbooks| which give a false view of the actual status
experiments had when proposed or when performed.?

Choices and Decisions

If experimental practice is less logically ordered than we thought,
how does it emerge? To answer this question requires a final piece of
preparatory work. Agency is always motivated, so we must repre-
sent choices or decisions that define the direction taken at any par-
ticular point. Broadly speaking the lines in figures 3.3 and 3.4 denote
“actions,” while the circles and squares denote things which can be
communicated or manipulated {concepts, images, artifacts, etc). The
term “action” connotes a rationale {usually including a verbally ar-
ticulated goal}. In retrospective accounts all acts appear to have had
goals. For rhetorical reasons, published accounts emphasize long-
term nonsituational and long-term theoretical goals rather than
contextual, practical ones. | want to avoid the assumption that every
act must have been premeditated, so I treat the lines as representing
bits of behavior or “procedures.” This is not to deny that procedures
are motivated or that motivation may be quite complex.

[ have distinguished choices {made with intuitive or partially ar-
ticulated understanding of a situation} from decisions (made on the
basis of a rationale that was invoked when the decision was made).
Let choices be represented by white triangles; decisions by black
ones, as in figure 3.5. This convention situates decisions as respon-
ses to outcomes. Of course there are many more levels of embed-
dedness than the two introduced here. Finally, because getting
experiments to work involves exploring perplexing results, we need
to show when a sequence fails. This failure can be conceptual (say,
a derivation by argument of a model or hypothesis from theory] or
practical {a setup proves impossible to construct or to operate, or
fails to behave as expected, or produces unexpected output, or an
observer lacks dexterity necessary for carrying out procedures). Un-
anticipated outcomes are indicated by terminating the action line
with a T or a reversed arrowhead.

28. See Schaffer 1989, Worrall 1989.
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KEY Wﬁepeat
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Choices:
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VStop
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V
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Theory/ Theory Apparalus
Derivation of
of Hy Apparatus

Figure 3.5 Sequence showing decisions and choices {Gaoding 1990b)

When comparing a {relatively! unreconstructed laboratory record
with a published narrative describing the same experiment, we
would expect the effects of demonstrative and rhetorical reconstruc-
tion to appear as changes in the sequence of procedures, made in
order that certain {contingent} choices could be promoted to deci-
sions. To illustrate the method [ compare a map of Faraday’s note-
book record of making a new phenomenon with his much briefer
instructions for obtaining that same phenomenon with a newly in-
vented demonstration device. This shows a clearer differentiation
of unrepresented, material aspects of experience from represented
ones. The reduction in the number of moves needed to see the phe-
nomenon illustrates the packaging of skill.

The Dynamics of an Experimental Test:
Morpurgo’s Search for Quarks

During 1964 Giacomo Morpurgo began to design experimental tests
of a proposal by Murray Gell-Mann and G. Zweig that nature is
made up of fundamental entities called quarks. I begin with a map
based on a retrospective account given by the team leader, Mor-
purgo, because it is much easier to introduce the notation for an
account that has been ordered and simplified by the reconstructive
processes discussed earlier. The extent of the editing will be appar-
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Figure 3.6 Testing the quark hypothesis: reconstructed view

ent when we come to the detail of a nonretrospective account of
Faraday’s electromagnetic experiments. Morpurgo and his team con-
ducted their experiments from 1965 onward. These experiments
sought to detect quantities whose theoretical significance, as well
as their values, was precisely specified. On Morpurgo’s interpreta-
tion of it, quarks, not electrons, might carry charges of 1/3 or 2/3 of
e {the charge of an electron discovered by J. J. Thomson and estab-
lished by Robert Millikan].

How experiments begin

For later comparison to the process-oriented map I develop below,
figure 3.6 maps Morpurgo’s problem situation as it would look ac-
cording to the received philosophy of experiment. From 4 fallibilist
standpoint, figure 3.6 displays all there is to know about a good ex-
perimental test. There is a precise prediction with little room for
the recognition of anomalous results or ad hoc moves. Such quanti-
tative precision is of course a good thing. It increases the likelihood
of falsification by increasing the likelihood of obtaining quantities
other than those specified. According to fallibilist methodology, this
would show that something is wrong with the hypothesis, its deri-
vation, or the theory. Thus, figure 3.6 maps a theoretician’s ratio-
nale; it tells us why the experiments might end, not how they began.

However, precision has another side: in real science, experi-
ment produces values other than those predicted. These are readily
treated as indicating that something is amiss: the apparatus jor the
practitioner] is not working properly. The “hardness” of published
results is linked as directly to the quality of a setup and the compe-
tence of experimentalists as it is to theory. The ladder of discovery
that enables ascent to formal methods of justification is indispens-
able for dealing with subsequent challenges to a result because—as
sociological studies have shown—these are often addressed to ex-
perimental procedures and competences.? Thus, it is as important

29. Collins 1985; Pickering 1981, 1984; Pinch 1985.
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to know how experiments begin as to know how they end. Prepara-
tory work—dismissed by philosophers as irrelevant—is essential to
understanding that scientists’ confidence in their results is grounded
in what they have learned to do.3° The preparatory work done before
trials could even begin was as important as the theoretical work that
prompted it. This preparatory work enabled the group to refine their
work before any results were injected into the realm of controversy.
For example, it included reevaluating one set of results in terms of a
later set, showing that the status of any particular set of observa-
tions was linked to judgments about other sets.

I shall summarize the main stages of the first year’s work, leading
up to their first published observation, their doubts about that re-
sult, and their subsequent confirmation of it. This is based on a nar-
rative by team leader Morpurgo, and it draws on Pickering’s analysis
of these experiments.® He interprets Morpurgo’s narrative in terms
of the interaction of three sorts of activity: material practice {build-
ing apparatus, debugging, and learning to operate it), instrumental
modeling (evaluating existing instruments, designing alternatives;
modeling procedures), and phenomenal modeling {constructing mod-
els which specify what sorts of phenormena are possible, where such
models support judgments about the believability of reality of ex-
perimental results). The interaction of the three activities produces
a succession of problems, or “destabilizations.” Stability—an un-
stable equilibrium between the three types of activity—is restored
when solutions are found.

I argue in Experiment and the Making of Meaning (1990b} that
this analysis could be applied as readily to theoretical practices
as to experimental ones. However, to address the hypothetico-
deductivist ideal that ““theories are guides to action,” we must
foreground the interaction of acts in the material and theoretical
domains.® It turns out that theories are incomplete guides to action.
This incompleteness is a function of the complexity of experimen-
tation. It helps to define the empirical role of experimentation
as something more subtle and active than performing the logical
equivalent of kicking at stones.

Following Pickering’s analysis of Morpurgo’s early tests into peri-
ods of stability punctuated by destabilizing events {of which more
later}, I divide the first few months’ work into eight stages, each

30. See Franklin 1986 on “epistemological strategies” and Hacking 1983 and
chapter 2 of this volume on “self-vindication.”

31. Pickering 1989 and “Making sense of science,” {1987).

32. See Putnam 1974,
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ending in a stabilization {shown as §, _,, etc.] This gives the follow-
ing sequence:

Stage 1. A goal is defined in terms of a culturally situated prob-
lem, namely, the desirability of testing the hypothesis that hadrons
are made up of two or three quarks. Testing this possibility would
involve realizing effects in the laboratory which can be interpreted
as instances of one of the phenomenal models at issue {indicated as
M, _,, where the value of the subscript denotes the version in play].
The team'’s search for means begins with a search from available
precedents—actual apparatus and associated techniques. They pro-
pose a possible setup, a version of the oil-drop method Millikan had
used to establish the unitary charge of the electron. {In Millikan's
famous experiments, minute oil droplets expressed from an atom-
izer “captured” clectric charges. Though the droplets entered the
chamber carrying charges due to friction, the size of new charges
captured by a droplet could be calculated from changes in its behav-
ior. Some droplets drifted downward into an electrostatic field be-
tween two horizontal plates. The field could be manipulated while
a given droplet was observed. Changes in its rate of ascent (against
gravity] indicated the capture of some quantity of charge, which
could be calculated, since the field strength and the mass of the
droplet were known.] Morpurgo’s team supposed that fractional
charges might attach to oil drops, just as unitary charges attached to
the drops in Millikan’s experiments. I denote a theoretical or sche-
matic model of a possible instrument as I,, where the value of the
subscript denotes the version in play. When realized as a piece of
hardware, it will be denoted by A,, [apparatus|. Again, the subscript
denotes the version in use. I; denotes a modeled setup of which
many examples [that is, A,’s} already exist.

This investigation is in what Pickering calls “conceptual space.”
At this point there is a temporary convergence of theory {which gen-
erates a model M, of the effect sought), theory of the instrumenta-
tion {which generates model 1,}, and available apparatus {with its
associated methods), A,. Further investigation of the practicability
of A, persuaded Morpurgo that it would not be feasible to use the
Millikan type of apparatus. This decision “destabilizes” the model
which embodied the team’s understanding of possible instruments.
The Millikan method is revised {by scaling up, through the applica-
tion of classical electrostatics) to give another model of a possible
apparatus {A,]. The basic theory of this instrument has not changed
{see below], so I denote this model as I," {rather than L,}. The pro-
posed change of scale enables another stabilization, still in concep-
tual space.
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Stage 2. The possible apparatus A, is evaluated theoretically {i.e.,
as the model I,'} and is rejected as impracticable because the voltage
needed for electrostatic suspension of samples of matter larger than
oil drops would be too high. For the moment, there is no workable
realization of conditions required to test the prediction. An alterna-
tive method of suspension {a dielectric liquid, CCl,) is considered.
They decide to build a device using a liquid suspending grains of
graphite instead of oil drops. This restores stability and enables the
action to move into the material world of the laboratory.

This is an appropriate point to map the moves so far. They are
shown in figure 3.7. The “squares” that appear are circumscribed in
circles because all decisions and manipulations are still in the realm
of representations. So far the team has not built, tried, or experi-
enced anything in the world of material procedures, apparatus, or
phenomena.

Stage 3. A device {A;) is built and tried. The test particles whizz
all over the place. The team regarded this as a test of the instru-

Hadron Theory
Hypothesis

. Start search
Avazilable
Technological }—-—
Precedents =
Sy e e e s Millikan apparatus (I4)
reject
seek alternatives
Classical ]
Electrostatics ® A, Scaled - up
Millikan - type
Ay
Enhanced modsl
of Ay
reject electrostatic
suSpPension
Technological
Precedents /Possibilities seek alternative method

include CC1,, Graphite
A new (hybrid} apparatus

Sz
build Ay

Ay setup

continues
Figure 3.7 Map of the first part of Morpurgo’s narrative {Gooding 1990b}
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mentation, not of theory. They concluded that further experiment
was not possible with this setup. This is a good example of a result
that philosophers of science would regard as irrelevant because it
doesn’t test the theory. Yet it is an encounter with a bit of the
world not anticipated by any theory, requiring a decision about
what to do next. For now we note that the first bit of experimental
work showed up a discrepancy between what Pickering calls mate-
rial practice {which says the setup doesn’t work) and the instru-
mental model (I,’), the theory of which says it should work. This
shifted the action back to conceptual space, where the problem was
diagnosed.

Stage 4. Further theoretical work suggested that the odd behavior
observed with A, was due to the particles exchanging too much
charge with the suspending medium, and that the model of the ap-
paratus {I,’} should be revised accordingly. This change {new model
I,) makes the theory being used to generate the predicted values of a
supposedly observable quantity compatible with the models being
used to construct and refine the team’s understanding of their in-
struments and their experimental practices. This new compatibility
could be maintained in practice by adopting some other method of
suspending the particles to which the charges should attach. Having
already rejected Millikan’s electrostatic method and the dielectric
liquid, the team now selected magnetic levitation. This gives I’
There is another search for technological precedents that could be
adapted into a working device. With this stabilization {8,} the team
moved back to the material context of building and trying devices
(Aq).

Stage 5. Trials with electromagnets show up a new problem: the
apparatus they needed would not fit between the largest electromag-
net available. They use classical field theory to redesign the mag-
net poles and ordered a new model to these specifications. They
tried this back in the laboratory and found that it worked to a 14 mm
separation of the plates that supply the electrostatic field. This is
compatible with their vacuum chamber. Further work with A; in-
volves frequent shifts between trying, modeling, troubleshooting.®*
These stages of the work, culminating in the decision to proceed to
serious observation, are shown in figure 3.8.

33. For example, it took a long time to obtain grains carrying a low-enough
charge. The solution came in the form of a familiar bit of technology {an ultraviclet
lamp fitted as an ionizer). The apparatus with ionizer is A,. At this point they also
worried that a high temperature gradient across the vacuum would introduce extra-
neous forces on the graphite grains, but decided to continue with this system
nonetheless.
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Figure 3.8 Continnation of Morpurgoe’s narrative {(Gooding 1990b)

Stage 6. This work makes experiment {procedures} and theory {of
the instrumentation) mutually compatible. They now have an in-
strument that enables the observation of relatively stable grains of
low charge, and now need to learn to operate it, identify grains, etc.
This requires a complex of skills: once a grain has been located, a
field can be applied, and the resulting displacement observed and
calculated. They make their first runs, observing a displacement of
a grain. This procedure is included in figure 3.9. The behavior of
other grains suggested that no fractional charges were present. Note
the vertical orientation of lines denoting operations with different
grains, This indicates that successive observations provide the same
sort of information. Here what changed was their confidence in the
method and use of the apparatus. Increased confidence encouraged
them to infer from the now stable result {the neutrality of the grains]
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Figure 3.9 Continuation of Morpurgo's narrative {Gooding 1990b)

that there are no free quarks. They published this preliminary

finding.

The system now produced results they could report, but the un-
stable equilibrium of theory, instrumentation, and practice was
soon disturbed by the problem with the temperature gradient across
the vacuum. They had earlier decided to stay with a static vacuum
because they assumed that practical difficulties of maintaining a dy-
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namic vacuum could not be overcome. However, the near impos-
sibility of eliminating gradients (which introduced unwanted forces)
obliged them to reconsider a dynamic vacuum system. When tried,
this system |A,} was found to be more practicable than they had
expected. They observed further displacements of another test grain
with the improved systemn. This event concludes the sequence shown
in figure 3.9.

Anomalies

Their experitmentation was now good enough to produce anomalies.
These events could not readily be dismissed as artifacts because
of the team’s new confidence that their system worked properly.
The recognition of possible anomalies shows that theoretical com-
mitments were now balanced by a growing commitment to the in-
strumental practices they had worked out. The first anomalous
displacement occurred when, reversing the electric field with grain
7 in place, they observed a displacement in the same direction as
before. This might have indicated the presence of a quark. Morpurgo
recalled that the difference in the two displacements “corresponded
to one fourth {or with ‘some goodwill’ to one third} of the difference
in displacements when the object had captured an electron.”? Al-
though the value obtained did not correspond to that required by
theory, the possibility had to be taken seriously. The team was ex-
cited by this possibility until further observation showed that other
grains displayed similar behavior. These results were consistent
neither with their earlier {published) results nor, strictly, with the
predicted values. These observations would not have been made
had the team not allowed the enabling assumption that the ob-
served value {1/4] is “close enough” to one of the required values
{1/3 of e). This continuation is shown in figure 3.10. Again the deli-
cate balance of practice, instrumentation, interpretation, and theory
had been disturbed.

Stage 7. They moved back into conceptual space where they now
faced a different problem: their instraments and procedures gave re-
sults that conflict with theory. As Morpurgo read it, this permits
only two values [e or 1/3 e]. Morpurgo’s somewhat strict interpre-
tation of theory meant that they did not consider, say, 1/4 e as a
possible value. Instead they applied theory to reexamine the setup.
This suggested that the unacceptable subelectronic results might be
explained as an artifact of some aspect of the setup, their instrumen-

34. Pickering 1989, 287.

88



DAVID GOODING

D displacement seen
reverse field

further displacement seen
calculate

value 1/4 Compare observed

value to required
value (M, requires 1/3 g}

treat /4 =1/3¢
resurme runs
results with other grains

= first quark seen? (E2)
) o
H2

repeat (severat imes)
. different values

v seek exglanation

@ hypothesis: spuricus

charge effegt?
Volta theory

v vary seiup/ procedure

runs with single grain, variable distance

< 10 plate separation

T are artelacls

no free quarks (Hy )

E, and £, are compatible,
given |, and Hy

{hypothesis: quarks if enabling assumgption ok}

resiores lirst findings E;

KEY

In Instrumenlat model
An Apparatus f Device
Tn Theory
Sn Stabilization

Choice / Decision

O Quicome or state
{'conceptual’)

B Qulcame or state
(‘material)
Maniputalion action

—1 Negative resll

—— Anomalous result

Material
}'D—* resource

utdlized

Conceptual
}-O——-resource

uittized

'i, infer charge propertional
=, revise model of instrument 1, *

i' confirms Hy | anomalous displacements(E )

Figure 3.10 Final section of Morpurge’s narrative (Gooding 1990b}

tal model suggested, for example, that there could be a spurious
charge effect. This hypothesis {based on classical field theory) re-

stored stability in the conceptual space.

Stage 8. It was practicable to test this hypothesis. If a charge effect
exists, it would be shown by increasing the separation of the plate-
lets that supply the field while a given grain is in place. A variation
of A, was proposed (A;} and a new set of runs initiated. They found
that measured charge on a grain varied with the separation of the
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plates. This confirmed the explanation proposed as an alternative to
the possibility that there really are quarks with values other than
those permitted by the phenomenal model being tested. The anoma-
lous results now became an artifact and equilibrium was restored
once more. This time the phenomenal meodel, the earlier observa-
tions, and the apparatus all remained intact. On the basis of a more
complete understanding of the experimental system Morpurgo
could reaffirm the earlier, tentative conclusion that there are no free
quarks. Of course the existence of quarks is still controversial; rival
experiments by William Fairbanks have produced over one dozen
quark events, keeping open the possibility that Morpurgo’s “anoma-
lies” were not artifacts after all.®

The relationship between Morpurgo’s earlier and later published
results is shown by the arrow connecting them in figure 3.10. This
relationship would be lost in a reconstruction that followed the
logic of empirical support. As this sequence of events recedes into
the past {and finds its way into textbooks!, these two sets of results
would come to share the same evidential status. The histories of
experiments judged to have had the “right” results in the light of the
closure of a controversy show that consensus alters the status of
each result {usually] in relation to later ones. Such judgments enable
logical cruciality to supersede consensual cruciality. The route to
these and later results would therefore become even more stream-
lined, eventually resembling more the pathway shown in figure 3.6
than the one mapped in figures 3.7-3.10. However, reinterpretation
of the first set of nonanomalous results in terms of the later set that
made the two sets mutually supportive is never beyond challenge.

As I remarked earlier, figure 3.6 maps a route that is impossible
for the research scientist: it is the sort of map you can draw only
when both your destination and the best route to it are known.
Though far from complete, the sequence of maps in figures 3.7-3.10
shows that much more was involved. What does all the extra detail
of figure 3.10 tell us about how a destination is reached? It displays
the frequent remodeling of the understanding of apparatus and pro-
cedures. This shows the efficacy of agency. The next example ex-
tends this analysis of agency to the fine structure of observation,
showing features that the large-scale Morpurgo sequence did not. I
want to bring out the interaction of ideas, objects, and manipulative
skill and to recover some detail of the transition between different
versions of models. This illustrates what experimentation with flex-
ible phenomenal possibilities is like. For examples of observation in

35. See Pickering 1981.
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process I move back a2 century and a half, to early work on electro-
magnetism by Michael Faraday. This move from hypothesis testing
to observation takes us from the most familiar use of experiment to
the most neglected.

Making New Phenomena

There is a conventional distinction between observation {as record-
ing what is presented} and experiment {as intervening in the course
of nature}. Observation is thought to be descriptive and passive (it
involves looking, not doing). Experiment is active {it involves doing
and then looking]. There is also a third, exploratory, active form of
observation of the sort that anatomists or field geologists engage
in.* The conventional distinction is misleading because observation
involves the same sort of agency as experiment, that is, the inven-
tion and manipulation of mental and material entities. This simi-
arity has escaped us because philosophical preoccupations with a
world of stable representations {and consequent neglect of how per-
ception is ordered) have made the role of agency in assimilating
new information seem unimportant. Passive cbservation {looking at
things given in experience] occurs only in finished science in which
the meaning and status of experience is clear or is for the time being
uncontested. Observation is passive when observers are dealing
with situations in which nothing new is presented, or with highly
prescribed observational possibilities {the theory-based stability of
Morpurgo’s model of possible phenomena is an example}. By con-
trast, what goes on at the observational frontier highlights the task
of learning to translate novel experience into intelligible discourse
about the world. This also brings out a quality that agency has: skill.

My example of exploratory observation is Michael Faraday’s cre-
ation of a new electromagnetic effect: the continuous rotation of a
current-carrying wire around a magnet. This illustrates the selec-
tion and development of aspects of 2 phenomenon. In 1820 H. C.
Qersted showed that a current-carrying wire affects a magnetized
needle. This had an enormous impact because it demonstrated a
connection between two large but separate phenomenal domains:
electricity and magnetism.*” Within a few months of Oersted’s an-
nouncement in September 1820, many scientists were writing about
the “ease” or “self-evidence” of seeing certain phenomena in certain
ways, and about the “necessity” of inferences made about them.

36. Harzé 1981, 21-23,
37. See Williams 1985; Gooding 1989a, 1990b.
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Philosophers tend to conflate these two steps by reducing all of ob-
servation either to seeing what is “given’” or seeing what is pre-
scribed by preconceptions, expectations, or gestalts. Anyone who
tries to make similar observations will find that the behaviors of a
magnetized needle near a current are in fact unruly. In 1820 every-
one involved was inexperienced—a novice-—when exploring the
new phenomena.

It is hard to understate the importance of this situation: it is as
normal for scientists to be laymen with respect to science outside
their own specialty as it is for them to be novices with respect to
new phenomena, procedures, etc.®® We should read their claims
about ease and self-evidence as rhetorical emphasis in the experi-
mental narrative. However, these phrases also show that these
experimentalists had mastered observational techniques and con-
structed representations. These made the phenomena easy to see,
thus making them self-evident to other, less-skilled cbservers.

It is important to see how the stability of phenomena is achieved
and to recognize that—as in the Morpurgo sequence—it depends on
skill. The Faraday example involves a different sort of skill. See-
ing—whether in the mind’s eye or in the concrete experimental situ-
ation—depends upon doing and the cognitive reconstruction of its
outcomes. I show elsewhere, for example, how Faraday’s contempo-
rary, J. B. Biot, did what all expositors of new situations do, taking
care to describe a frame of operation for lay observers who would
witness the phenomena only through his account. This framework
had emerged from his investigations as a way of making sense of
what each new operation disclosed. His account is unintelligible un-
less the reader can visualize the setup and the framework of the
experimenter’s action so as to imagine the experimenter moving the
wire continuously around the needle. Biot reconstructed the result-
ing needle movements, compressing a sequence of actions and out-
comes into a single instant. Successive, discrete positions of the
wire became a continuous “circular contour,” not seen directly “in
the world,” but as traced by the experimenter’s hand. The circular
needle motions were a property of the experimenter’'s behavior and
his ability to elicit a coherent, communicable structure out of phe-
nomenal chaos.?

38. [. W. N. Watkins points out that scientists live in a2 world largely affected by
developments they do not understand, because “the amount of science which an in-
dividual scientist is ignorant of is only slightly less than that of which the non sci-
entist is ignorant” {Watkins 1964, 65).

39. See Gooding [990b, chapter 2.
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A great deal of activity lay behind Biot’s apparently simple obser-
vation, as Faraday discovered when he tried to repeat these and other
observations during the summer of 1821. His laboratory notes re-
cord observations which were made as part of a process of learning
by doing rather than working to a preconceived plan.

Discovery: Faraday's “new magnetic motions”

In discovery, scientists cannot reason to an experiment as directly
as their retrospective narratives usually suggest. They articulate
their understanding of it, and of the bit of nature it implicates, so as
to reason gbout it in images or in propositions. A great deal of in-
vention and construction depends on the manipulation of nonverbal
tokens, images, and objects. Practical manipulation is necessary
to propositional representation. Afterwards phenomena are distin-
guished from the instruments and actions that produce them, se-
mantic ascents are made, and the observer’s agency falls out of the
picture. Once that degree of abstraction has been achieved it is im-
possible to recover the ambiguity and openness of the early, least
articulate stages of the process. Faraday’s laboratory notebooks re-
cord many examples of observation in experiment in which, during
the observation process, interpreting new phenomena is inseparable
from constructing devices that produce {and re-produce] them. My
second example therefore looks at the invention of instruments, as
well as images and procedures.

We can follow the process of articulating concepts and instru-
mernts in the sequence of sketches from the notebook, reproduced
in Martin’s transcription {figure 3.11). During the summer of 1821
Faraday had made a careful study of the interaction of magnetized
needles near the wire (2—5 in figure 3.11) because he was convinced
that earlier investigations by Davy, Biot, and others had failed to
disclose the complexity of interactions of magnets and wires. I have
described the context of these experiments elsewhere; here I pick up
the process at the point at which he had resolved chaotic needle
motions into the cireular image. The drawings represent needle mo-
tions like those Biot had produced; below them are Faraday’s at-
tempts to interpret these, and {in fig. 3.13) different configurations
of a moving wire and stationary magnet, and finally the possible
{prototype} rotation motor. Although his sketches identify more
signposts than a retrospective account would, they convey little
about the manipulations of which these words, images, instru-
ments, or phenomena are the residue.
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SEPT. irD, 1821.

Electromagnetic expts. with Hare’s Calorimotor. To be re- siectso-

membered that this is z single series?
1. Position of the expt. wire A®.
2. Positions at first ascertained were as follows

IR P S

3. On examining these more minutely found that each pole had
4 positions, 2 of attraction and 2 of repulsion, thus

DU sl s v

4. Or locking from above down on to sections of the wire

-~

—_——— —_—— <
L L, o 2 e
alleacta mafodlect P == N
5. Or
f o e g @
¢ @ & @

6. These indicate motions in circles round each pole, thus

v pa 2 -~
AQJ: X A

Hence the wire moves in opposite circles round each pole
and ‘or the poles move in opposite circles round the wire. To
esrablish the motion of the wire a connecting plece was placed
upright in a cork on water; its lower end dipped into a litrle
basin of mercury in the water and its upper entered into a little
7. inverted silver cup containing a globule of mercury; the ar-
rangement of bartery poles always as at first. Magnets of different

£DI 4

Figure 3.11 First part of Faraday’s laboratory notes for 3 September 1821 {as

transcribed by T. Matrtin, 1932-36, vol. 1, 49}

Mapping manipulations: process and know-how

The Morpurgo example illustrates the interaction of findings ob-
tained at quite different times {shown by the feed-back arrows in fig.
3.10}. Here I want to show the recursive, cyclical character of such
mundane processes as acquiring manual dexterity by sensory explo-
ration [say, with a hand-held sensorj, adjusting apparatus to give a
maximum {or a null} effect, and mental play with the configuration
of elements of a model. By the time he drew the circular images at
the bottom of figure 3.11, Faraday had passed from exploratory work
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Phenomenat
madels in play

Model of apparatus

Goal Gy ' Build
No Rotation

Try
Seek alternative
v v description
Suspend lateral motion
phenomenal
model other
modeis models
possible
G v Revisedinew goal:
2Y  seek enhanced
i model of
magnet-wire
relationship

Figure 3.12 Map of the first part of Faraday’s record, to paragraphs 8~9

like Biot’s and was using the circle image as a heuristic for further
trials [see in fig. 3.11}. This suggested that he could preduce motion
of some other sort. He passed the wire through a cork to provide
flotation on 2 conducting solution. These first experiments with
the floating wire and magnet (in 6-9} are a typical example of the
plasticity and ephemerality of new experience. The first part of the
sequence is shown in 3.12, which represents Faraday’s decision (6]
to build a setup, experiment with it, and represent the ocutcomes we
see recorded. The first move invents a new construction jmodel
M,], the second realizes that as a material model {apparatus A.}, and
the third {closing the electric circuit] produces a new empirical
outcome.

This result does not resemble the phenomenon sought. Its role is
analogous to the “‘chaos” produced by Morpurgo’s first working
setup. The reversed head of the line denoting the first trial of the
apparatus {A,} indicates that the outcome was problematic. Instead
of the axial motion implied by one of the models in play, Faraday
got the wire moving from side to side as the magnet was brought up
to it.% Paragraphs 89 in figure 3.13 show that Faraday bent the wire

40. Here the study of instrumentation is important: we know from the configu-
ration of his apparatus that this outcome was not expected; had he been looking for
it, he would have used a different method of maintaining electrical contact {Gooding
19895},
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50 SEPT. 3ap, 1821.

power brought perpendicularly to this wire did not make it re-
volve as Dr. Wollaston expected, but thrust it from side to side.
8, 9. The wire then benr into 2 crank form, thus, and by repeated
applications of the poles of the magnets the following motions
were ascertained, looking from above down on the circle de-
sctibed by the bent part of the wire, different Magnetic poles
shewn by letters, North pole in centre. The rod in the circle is
merely put there to shew the front and back part.
10. Magnetic poles on the outside of the circle the wire de-
scribed™.
1x. 'The effort of the wire is always to pass off at a right angle
frem the pole, indeed to go in a circle round it; so when either
pole was brought up to the wire perpendicular to it and to the
radius of the circle it described, there was neither attraction nor
repulsion, but the moment the pole varied in the slightest manner
either in or out the wire moved one way or the other.
12. The poles of the magnet act on the bent wire in all positions
and not in the direction onfy of any axis of the magnet, so that
the current can hardly be cylindrical or arranged round the axis
of a eylinder ?
13. From the motion above a single magnet pole in the centre
of one of the circles should make the wire continually turn round.
Arranged a magnet needle in a glass tube with mercury about it
and by a cork, water, etc. suppotted a connecting wire so that
the upper end should go into the silver cup and its mercury and
the lower move in the channel of mercury round the pole of the
needle. The battery arranged with the wire as before, It this way
got the revolution of the wire round the pole of the magnet. The
direction was as follows, looking from above down [see diagram).
Very Satisfactory, but make more sensible apparatus.

TUESDAY, SEPT. 4

14, 151, Apparatus for revolution of wire and magnet. A deep
basin with bit of wax at bottom and then filled with mercury,
a Magret stuck upright in wax so that pole just above the surface
of mercury, then piece of wire floated by cork, at lower end

* {10] P t (24, 13]

O

A
-

Figure 3.13 Continuation of Faraday’s labozratory notes for 3 September 1821 {from
T. Martin, 1932-36, vol. 1, 50)
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and pursued the magnetic interactions with this new version of the
apparatus. His pursuit of this interaction led to a new and more gen-
eral model of this relationship. It reappears as one of the elements
that make up the successful prototype of the first rotation device.
Faraday’s exploratory behavior can be mapped as shown in figure
3.14, picking up from the last outcome in figure 3.12. He records
(fig. 3.13, 89} that he bent the wire to achieve the rotation of some-
thing {“the magnetism"} about an axis. This no longer coincides
with the course of the wire. I surmise that he thought that the crank
would enable him to analyze the unexpected “side-to-side” mo-
tions. He recorded the initial set of explorations with the magnet
simply as “repeated applications of the poles,” but elaborated it in
terms of a geometrically modeled relationship between magnet and
wire. This is expressed both visually and verbally in figure 3.13,
11-12. I have inferred this pathway, which is therefore shown in
dotted lines in figure 3.14.

Cognitive skills

Faraday was getting a feel for relationships between positions and
polarities of the magnets and the corresponding directions of motion
of the wire. His working understanding of these relationships sug-

ravised goal G,

setup

! r:etry { repeatable side-to-side motion

RN '

1 ‘\ 1

! ~ 1

1 ~ 1

] oot : .
= . K7 decide 1o record this
DL -+
b o construct representation

() new {adapted) model of wire
Construct revised apparatus Bend wire

wire crank
hits magnet

Seek alternative
configuration

Suspend this
configuration

Continue to
expiore magnet-
wirg relationsip

Figure 3.14 Continuation of the map of Faraday’s record, to paragraph 11

97



POSITIONS

gested that moving the pole would keep the wire moving. He made
this change to overcome a constraint of his material setup: introduc-
ing the magnet close enough to “push” the wire also made the mag-
net a physical obstacle to continuous motion, were it to occur.
Given his feel for the interplay of magnets and wires, this move need
not have been made deliberately. Thus, in the next map {fig. 3.15]
the step I have labeled “infer” tells us nothing about the modeling
of the latest set of manipulations. These led to continuous motion

Continue
Use set up A2

Move Magnet
Wire moves on

Move
magnet

Infer new
modet of

interaction

Repeat precedure

New mods! of interaction

revisad procedure

tryltepeat
continuous motion ohiained

represent successful procedure

sketch of set up and magnet motions needed
repeat

continuous gssisted motions achieved

compare phenomenon sought {unassistad motion}
continuous motion without intarvention

Suspend use of A, / methed
¥ vary the setup again

= = check mods! consistent with phenomena sought
Modet Ay (] P s

build

Motions obtained Ris A _Darratic sideways motions oniy

repeat, vary r -~ alectric pendulum {Marsh
battery connection | | --4 _iand Barow ‘1823)(

and ’!""‘9“9‘ aceurnulation technique schema
polarity, stc.

Barlow/Marsh 'star’
{continuous rotatien}
Neaw goai (33}
increase visibility

of elact {scale up),
enhance sansifivity,
atc.

Figute 3.15 Final section of the map, from paragraph 11 onward

98



DAVID GOODING

of the curve, recorded as the drawing to his in fig. 3.13 {10]. Further
analysis of inferences requires a computational representation that
can deal with the recursivity of such processes.*!

Faraday’s laboratory diary shows a wide variety of mental and ma-
terial procedures, indicated by verbs such as: put, arranged, bent,
immersed, inverted, connected. Seemingly transparent procedures
are often complex: “ascertained” in figure 3.11, 2, and “found” in 3,
imply a goal reached by a whole set of operations to which Faraday
alluded merely as “examining” in 3 {fig. 3.11}. Any reference to a
diagram implies that he observed an outcome, and this tells us that
he would first invent or assemble images that could represent it, and
then try to draw them. One example is particularly important. At
(810} {fig. 3.13) Faraday had only a tentative conception of the re-
lationship between the electromagnetic and magnetic forces. This is
shown by his writing instructions to himself at the end of (9] {fig.
3.13|. These ensured that he would remember how to read his own
drawings. This shows how tenuous his grasp of this new phenome-
non was. So far the effects were unique. They existed only in this
record and depended on the skills that enabled just one individual
to make them.

Read in the light of the difficulty of producing stable, visualiz-
able phenomena (established in recent repetitions of these experi-
ments), Faraday’s instructions show that far more detailed mapping
is needed for procedures denoted by verbs such as “record” and
“draw.” We usually take it for granted that “recording’” has no effect
on the articulation or conceptualization of the experience (including
experimenter’s behavior] of what is being recorded. This example
shows an observer who was not vet able to make the distinction
between the representation and its object. The activity that enables
new procedures and experiences to be introduced is usually invis-
ible: we see it here only because Faraday was still unsure about re-
covering his interpretations as represented in these drawings.

Pathways

Let us return to the existence and subsequent history of the little
side-to-side motions. Through bits of cork, wires, and magnets Far-
aday was grappling with the natural world. At this point Faraday had

41. For the representation of recursivity in dynamical maps of experimental pro-
cesses, see . Gooding and T. Addis, “Towards 2 Dynamical, Interactive Representa-
tien of Experimental Procedures,” in Bath 3: Rediscovering Skills: Abstracts, Science
Studies Centre, University of Bath, July 1990, 61-68.
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effects which he construed as “side-to-side” motions. These were
actual enough, but they resembled neither the circles {of fig. 3.11, 6}
nor other models of phenomenal possibilities he had in play. This
encounter required that he revise his model of the possibile inter-
action and alter the apparatus as a tool for the pursuit of a different
phenomenon. The horizontal orientation of the procedure lines in
figure 3.14 indicates that he had learned something about the con-
ditions required to realize such motion. The lateral motions sug-
gested new lines of investigation, involving the revision of his
present understanding of the magnet-wire interactions. These ef-
fects were important only for the short time that they suggested new
lines of investigation. They lost significance as soon as Faraday was
able to produce effects that more closely resembled aspects of one of
those he sought. However, the lateral motions could be produced
and demonstrated with the electric pendulum, invented by Peter
Barlow and James Marsh in 1822.%2 Faraday did not pursue the lateral
motions because he wanted to produce continuous rather than pe-
riodic motion and {I surmise) he did not see {as Barlow soon did] how
such motion could be elicited from what he had obtained.

The fact that Faraday could have pursued the lateral aspect of the
wire-magnet interactions is represented by the dotted-line pathway
in figure 3.15. This indicates the route to continuous motion of an-
other kind, realized by Barlow’s star, a device derived from the elec-
tric pendulum. The existence of such alternative pathways to new
phenomena shows that no necessity attaches to a particular route:
hence the caveat I made earlier, that no map definitively shows the
pathway actually followed. The apparent necessity or obviousness
of a discovery path emerges—Ilike the self-evidence of new phe-
nomena—from cognitive and demonstrative reconstruction and the
stabilization of accounts.

Faraday’s manipulations were now informed by a better under-
standing of the material setup in which, with sufficient manual dex-
terity with the magnet, one can in fact produce jerky but continuous
motion of the wire. The “repeated applications” of north and south
poles are represented by a triangular circuit in figure 3.15. This tri-
angle identifies a trial-and-error learning strategy embedded within
a larger set of strategies represented by the whole map. According to
his notes he moved [via a further query about the implications of
his findings for another possibility, Wollaston’s hypothesis that the
wire should rotate on its axis) to the final, successful device: “From

42, See Gooding 1990b, chapter 6.
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the motion above [infer that] a single magnet pole . . . should make
the wire continually turn round.” This articulates verbally a model
of something he can test.

Testing a Construct

Practical activity is necessarily particular. How is it brought to
bear on general, theoretical matters? The received view is that ex-
periments test hypotheses by realizing conditions—specified by the
theory—in which a hypothesis can be seen to be true or false®
However, the hypothesis-conjecture-test model lacks the resources
needed to describe and interpret the close interaction of thought and
action. What I've unpacked so far supports the conclusion I drew
from the Morpurgo sequence—that theories are only rather loose
guides to practice. For example, halfway down figure 3.15 the goal
[to realize continuous motion) is unchanged, but there is a decision
to obtain this motion without active intervention. This defines a
new problem whose solution lies in altering the configuration of
magnet and wire. On the received view it is hard to see why this
problem should arise at this point, because that view never comes
to grips with how intellect grapples with the material world.

Faraday’s new problem involved a conflict between an intellec-
tual [and long-term} objective—to produce natural {i.e., continuous)
motions—and the physical configuration of the apparatus, which
prevents effective expenditure of the chemical forces driving the
current through the wire. So far, human action had been a necessary
condition of any motions Faraday had seen. This involved the expen-
diture of a “force” that lay outside the scope of his investigations.
Faraday had now refined the material situation to a point at which
it was possible to recognize the larger, intellectual aspect of the
overall problem and to deal with it practically, as a difficulty with
the real geometry of his setup. He now changed the configuration of
the wire and magnet, returning to the configuration used in the first,
inconclusive, straight-wire trial of [6] {figure 3.11}. The explicit in-
ference in the first sentence of {13} (fig. 3.13) indicates the existence
of a new model of the apparatus. Faraday’s account finishes with
description of the new setup {A;) and the results, which he is soon
able to produce anywhere.

43. In van Fraassen’s formulation testing also involves “filling in the blanks” in a
developing theory; i.e., experiment is the continuation of theory by other means
{1980, 73f£.].
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Skill, convergence and correspondence

Faraday’s detailed account shows what is left out of more general,
retrospective accounts such as Morpurgo’s. This first working motor
combined four distinct, yet closely related, elements: {1} empirical
knowledge about the conditions in which the wire would move past
the magnet; (2} mental models of the phenomenon produced and of
the phenomenon sought; (3] a much-revised mental model of his
apparatus, and {4] a requirement that phenomena be produced and
exhibited independently of human action. These are ideas and im-
ages about possibilities and about objects on his laboratory bench.
To realize continuous circular motion he implemented many pro-
cedures on or with these things. For example: comparing the phe-
nomencn sought {continuous “circular motion” as goal) with the
phenomena produced {which were either discontinuous or required
human agency); evaluating particular outcomes in the light of this
comparison; manipulating the model of his apparatus to obtain a
configuration which might produce motion more consistent with
the other elements. To construct a working apparatus from these
four elements he drew on a fifth: experimental skill. Faraday’s ma-
nipulations drew on knowledge of earlier outcomes {such as the null
result of fig. 3.13, 11 and the sideways motions obtained in fig. 3.13,
§—9 and also his tacit, “sensorimotor” understanding of the inter-
action of magnet and wire. This he acquired through the “repeated
applications” mapped in figure 3.16. Although skills cannot be rep-
resented directly, the nonlinear structures in the figures, such as the
empirical learning “loops,” together with the frequent revision of
experimental apparatus, suggest the accumulation of skill.

Construals

The experimental sequence thus appears as the production of a suc-
cession of models, phenomena, bits of apparatus, and representa-
tions of these things. Such processes have another property: the
representations and the phenomena gradually converge to a point
where the resemblance between what can be observed and what is
sought is “self-evident,” or as Faraday himself put it at the end of
his day’s work, “Very Satisfactory.” Space allows only four points
about convergence, a notion I develop elsewhere.** First, we need
to recall the ephemeral and plastic nature of the representations.

44. See Gooding 1990b, chapter 7.
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New phenomena are not necessarily experienced and communi-
cated by adapting ready-made modes of representation. Bringing
new phenomena into the domain of discourse calls for a succession
of construals, or tentative representations of possible outcomes.
Construals are continually constructed and revised to describe and
communicate actual outcomes. The process is actually more com-
plex: there is a convergence of successive material arrangements
(the apparatus) and successive construals {or tentative models) of
manipulations of and with apparatus, and of the outcomes of these
manipulations.

Second, how do we know that achieving a convergence of mate-
rial and mental objects requires practical skill as well as imagina-
tion? Actual repetition of Biot’s and Faraday’s play with wires and
magnetized needles showed that a novice observer’s experience does
not resemble even what the textbooks describe.®® This shows that
Kuhn’s and Hanson’s gestalt model of perception is overworked:
sometimes observers lack the manipulative skills needed to see
what they are supposed to see. Increased convergence of material
practice to expectations therefore reflects increased observational
skill rather than a preordained fit. Retrospectively, of course, con-
sensus about the “out-thereness” of what is represented indicates
the dissemination of skills, through training, black-boxing, or liter-
ary means. The effectiveness of what Shapin calls the literary tech-
nology of vicarious witnessing depends upon readers’ willingness to
believe that they too could reproduce the same processes and get the
same correspondence of a concept to a percept. This is largely also
why thought experiments work so well.

Third, wider acceptance reflects confidence in those to whom
ohservation has been delegated. What is said, however, conceals
this social process: scientists say that a phenomenon or law has
been discovered, or a hypothesis tested; philosophers conclude that
a better fit of theory to nature has been achieved. Expertise has an
important social dimension which the diagrams do not represent.
The outcomes of any observer’s activity include responses elicited
from other observers to construals {the tokens of shared experi-
ence}. These “collaborative utterances” are as essential to the pro-
cess of observation as obtaining physical responses from the natural
world # The “currencies’” of such exhanges are the ephemeral con-

45. Gooding 1989b.
46. C. Goodwin discusses the inadequacy of considering speech acts indepen-
dently of a complex physical and social environment, and proposes “collaborative
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struals of phenomenal possibilities. These may consist of images (as
in Biot’s verbal picture and the sketches in Faraday’s diary} or may
be realized as concrete objects which function initially as mnemon-
ics or—as we've just seen—as heuristics for further investigation,
leading to instruments which reproduce aspects of phenomena as
natural phenomena.

A final point concerns the relationship between observers’ skill
and their confidence in the veridicality of their representations.
Some of these eventually become so stable that they cease to be seen
as constructs that emerged from a process in which the possible and
the actual converge. Instead, they are regarded as corresponding to
{equally stable] things in the world. They cease to be seen as result-
ing from human agency. Lay observers who read retrospective ac-
counts of experiments do not have to learn to observe {they are
shown how). The recovery of skills helps explain the apparent mys-
tery of the successfully referential function of much of scientists’
talk; it is skilled agency that brings about the convergence of mate-
rial and verbal practices. Convergence engenders belief in the corre-
spondence of representations to things in the world.

This explanation underlines the epistemological importance of
knowing how experiments begin. I have argued that the corre-
spondence of representations to their natural objects is the result
of a process of making convergences, both in experiment and in
narratives that reify the distinction between words and the world
while removing traces of the work that enabled the distinction to
be drawn. Philosophies of scientific theory approach epistemologi-
cal issues through reconstructed accounts in which convergence
has proceeded past the point at which correspondence seems self-
evident. The alternative developed here displays the constructed na-
ture of representations and of the ontological status they acquire as
consensus is formed about the meaning of observations; thus my
emphasis on the ambiguous ontological status of the objects that
agents manipulate. [ represented this by superimposing circles and
squares {or “mental” and “material” objects]. Comparison of ac-
counts of experiments should show the disappearance of false starts
and dead ends, and the development of skills that enable success, as

utterances” as the verbal tokens through which local consensus is formed about what
observers are seeing (in “Hunting the Snark: Perception, Technology and Interaction
on a Scientific Research Vessel,” presented at Bath 3: Rediscovering Skill in Science,
Technology, and Medicine]. Semiverbal, context-dependent tokens of communica-
tion are also important to Al: see, e.g., Bobrow and Winograd 1989.
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well as the emergence of a confident differentiation of material
things, events, and processes from ideas. Differentiation depends on
two complementary processes: one packages skills into instruments
and practices that can be disseminated as exemplars; the other as-
similates empirical results into theoretical frameworks in which
phenomena are either accorded real status or set aside as empirical
embarrassments.

Making Skills Disappear

The ontological disambiguation through packaging of skills can be
illustrated by comparing two figures. Faraday’s first day’s work on
electromagnetic rotations is mapped out in figure 3.16. This ended
with an important change of goal: he decided to scale up the effect
with a more “‘sensible” apparatus {see fig. 3.13]. He soon built other
versions of the rotation motor to give rotations visibility as a phe-
nomenon for display and to show that the interaction is symmetri-
cal: a magnet can be made to move continuously around a fixed
wire.*” He made several copies of a small device to send to various
European scientists. This packaged most of the resources and skills
he had brought together on 3 September, avoiding both the pitfalls
of the path he had just explored and the ambiguities of written in-
structions on how to build a motor from scratch. He enclosed
simple instructions on how to set up the “pocket’” device.*® These
are mapped in figure 3.17.

By comparison to the full map of his first day’s work {fig. 3.16},
this figure shows that far fewer number moves were needed to make
the device produce phenomena. These are analyzed in table 2. Most
are operations on an unambiguously material device: little concep-
tual work is needed to vary the setup to alter the phenomena pro-
duced. The ease of making and manipulating the effects makes them
unambiguously natural phenomena rather than human products.
Accounts in textbooks on electromagnetism that began to appear

47. Seec Faraday 1821, 1822a, 1822b.

48, See, for example, Faraday to G. de 1z Rive, 12 September 1821, in Williams et
al, 1971, 122-24, and 16 November 1821, 12829, By November the instructions
read: “To make the apparatus act it is to be held upright with the iron pin downwards
the north or seuth pole of a magnet to be placed in contact with the external end of
the iron pin and then the wires of a voltaic combination connected one with the
upper platinum wire the other with the lower pin or magnet. The wire within will
then rotate if the apparatus is in order in which state I hope it will reach you. Good
contacts are required in these experiments.” {Ibid., 129}
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Figure 3.16 Discovery path for 3 September 1821 {Gooding 1990b} Continued on
facing page.

during the 1820s are even briefer. Thus a new bit of the phenomenal
world was worked into the experience and the language of other
scientists.*

Putting Phenomena in Context

The experimental maps are not meant to reconstruct thought as a
rational process. They show instead how intellect implicates and
articulates the natural world, by situating thought in the context of
empirical activity in 2 material and social world. The notation itlus-
trates—in a way that a verbal narrative does not—that cognition
and action are highly interactive. Every sequence is initiated by and
ends with a problem and decision. More important still, every out-
come is embedded in a sequence of procedures. This representation
of experiment challenges the Cartesian divorce of the mental from
the material, which has made the “connection’” between thought,

49, These included some, such as Ampére and Biot—for whom theory and mathe-
matical methods dictated that the rotations could not be physically significant phe-
nomensz; see Gooding 1990b, chapter 2.
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behavior, and the world so mysterious. Earlier I stressed the impor-
tance to models of discovery of the interaction of mental and mate-
rial manipulations, and stressed that these are often interdependent
{rather than distinct, interactive processes). This interdependence is
represented by two properties of the procedural map: one is a prop-
erty of the whole map, that is, its structure in two dimensions. The
pattern of activity changes and we see its objects change (new mod-
els, artifacts, problems). The other property that expresses interde-
pendence is inherent in the notation: neither the lines {representing
ptocedures) nor the symbols (representing choices, decisions,
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1. To observe continuous motion of wire (G,, M)
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Figure 3.17 Map of Faraday’s instructions for producing electromagnetic rotation
with the portable apparatus {Gooding 1990b)

Table 2 Occurrence of Dillerent Outcomes and Actions
in the Notebook Account {fig. 3.16) and the Apparatus
Instructions (fig. 3.17}

Notebook for ~ Apparatus
3 September  Instructions

Pecision points 12 2
Qutcomes
Squares 16 10
Circles & 1
Composite 6 0]
Actions
Vertical 25 8
Diagonal 3 (1}
Horizontal 10 3
Totals 78 24
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events, objects, etc.} have any significance independently of the
other. Thus—contrary to what many philosophers tacitly sup-
pose—phenomena always appear as outcomes of human activity.
No map begins or ends with a phenomenon; there are no disembod-
ied acts and no meaningfully disembodied thoughts, decisions, or
conclusions.

This shows something that received philosophies of science could
not even contemplate, that natural phenomena are bounded by hu-
man activity. This consists of decisions and actions carried out with
intellectual, practical, and material resources derived, to a greater or
lesser extent, from work by other scientists. The maps enable us to
show where such activity engages the material world that its repre-
sentations purport to be about and {with further development] to
show where it mainly engages other observers. The maps will also
help to show how demonstrative structure and ontological distine-
tions are woven into the fabric of evidential arguments. In short,
they display what historians and sociologists have been saying about
science for some time: that all natural phenomena are bounded
by human activity whose products express the culture in which it
aecurs.
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The Couch, the Cathedral, and the Laboratory:
On the Relationship between
Experiment and Laboratory in Science

Karin Knorr Cetinag

Introduction

Scientific laboratories have become a popular subject in social stud-
ies of contemporary science. From a status of nearly complete ne-
glect only one decade ago they have risen to the center of analysts’
attention and have given their name to a whole approach in the new
sociology of science. Part of the reason for this surely lies in the
general reorientation of the field in the carly seventies, as a conse-
quence of which sociologists have begun to include in their study
the technical content of science and the “hard core” of scientific
activity, the process of knowledge production. But this is not the
whole story. In many ways the notion of a scientific laboratory in
sociology of science stands for what in history and methodology of
science has long been the notion of “experiment.” Why should so-
ciologists, latecomers to the study of science, choose a focus that is
so clearly different from the one that earlier fields have found use-
ful? And is there a theoretically interesting difference between the
notion of an experiment and the notion of a laboratory? Or have the
different fields merely chosen different labels for what is basically
an orientation to the same phenomenon, knowledge production?

I shall seek an answer to this question by drawing upon the lit-
erature on laboratories and upon my own recent research in par-
ticle physics and molecular genctics.! My strategy in developing
an answer will be twofold. 1 shall first summarize the theoretical
relevance of the notion of a laboratory as compared to received no-
tions of experiment. [ shall argue that far from being just the physi-
cal space in which experiments are conducted, laboratories have

A short version of this paper was presented at the annual meeting of the Society for
Social Studies of Science, Irvine, California, 14—19 November 1989. The research for
the paper was supported by a grant from the Deutsche Forschungsgemeinschaft and
was conducted with the help of the Center for Science Studies, University of Biele-
feld. I'want to thank Andrew Pickering, Klaus Amann, and Stefan Hirschauer for their
helpful comments on an earlier version of the paper.

1. This work is summarized in Amann 1990 and Knorr Cetina 1992,
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emerged as carrying a systematic “weight’”” in our understanding of
science.? This weight can be linked to the reconfiguration of the
natural and social order which in my opinion constitutes a labora-
tory. In the second part of the paper I shall show how the instru-
mental shape of laboratories differs across areas of investigation in
connection with these reconfigurations, and how this is associated
with the “technology” employed in experimentation. As a consg-
quence of this situation, laboratories and experiments combine dif-
ferently in different fields: for example, each may be the principal
agent that defines the situation, or both may be equals in a segmen-
tary organization.

The Theoretical Relevance of Laboratories:
The Malleability of Natural Objects

Why should the study of laboratories be important to the study of
science, and what do laboratories account for that is not accounted
for by experiment? It scems that experiments have until recently
carried much of the epistemological burden in explaining the va-
lidity of scientific results and rational belief in science. This has
been largely unquestioned, and it is founded upon methodology
rather than upon the history or sociology of experimentation. The
advantages attributed to experiments on methodological grounds in-
clude the fact that experiments disentangle variables and test them
in isolation, that they use comparison and justify results through
replication, or that they exclude, through blind or double-blind de-
signs, experimenter bias and subjective expectations. As a result,
experiments were thought to be capable of establishing or disestab-
lishing hypotheses and of deciding, as crucial experiments, between
competing theories. With this methodologieal rationale in place, the
real-time processes of experimentation in different fields and at dif-
ferent times remained largely unexamined.?

When the first laboratory studies turned to the notion of 2 labo-
ratory, they opened up a new field of investigation not covered by

2. This weight has not been systematically spelled out in recent surveys of the
field. For examples of such surveys, see Knorr Cetina and Mulkay 1983, Giere 1988,
and Cole 1990.

3. While this has recently changed on a noticeable scale, it has changed in the
wake of laboratory studies and the turn toward the cultural study of scientific work
which they promoted, and in the wake of other approaches within the new sociology
of science. For an example of recent studies of experimentation, see Gooding et al.
1989. For some earlier cultural studies of experimentation see Collins 1975, Pickering
1984, and Shapin and Schaffer 1985.
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the methodology of experimentation. For them the notion of a labo-
ratory played a role which the notion of experiment, given its meth-
odological entrenchment, could not fulfill: it shiited the focus away
from methodology and toward the study of the cultural activity of
science. The focus upon laboratories has allowed us to consider ex-
perimental activity within the wider context of equipment and sym-
bolic practices within which the conduct of science is located
without reverting to the traditional concerns of the study of scien-
tific organizations. In other words, the study of laboratories has
brought to the fore the full spectrum of activities involved in the
production of knowledge. It showed that scientific objects are not
only “technically” manufactured in laboratories but are also inex-
tricably symbolically or politically construed, for example, through
literary techniques of persuasion such as one finds embodied in sci-
entific papers, through the political stratagems of scientists in form-
ing alliances and mobilizing resources, or through the selections and
decision translations which “build” scientific findings from within.*
An implication of this has been the awareness that in reaching its
goals, research “intervenes” (to use Hacking’s terminology]® not
only in the natural world but also—-and deeply—in the social world.
Another implication is that the products of science themselves have
come to be seen as cultural entities rather than as natural givens
discovered by science. If the practices observed in laboratories were
cultural in the sense that they could not be reduced to the applica-
tion of methodological rules, the facts which were the consequence
of these practices also had to be seen as shaped by culture.

Thus the laboratory has served as the place in which the separate
concerns of methodology and other areas such as organizational so-
ciology could be seen as dissolved in cultural practices which were
neither methodological nor social-organizational but something else
that needed to be conceptualized and that encompassed an abun-
dance of activities and aspects that social studies of science had not
previously concerned themselves with. But the significance of the

4. The laboratory studies which have argued these points most forcefully are by
Latour and Woolgar {1979}, Knorr {1977}; Knorr Cetina {1981}, Zenzen and Restivo
{1982}, and Lynch {1985}. For an illustration of the political nature of science see also
Shapin 1979 and Wade 1981. For a more anthropological study of scientific laborato-
ries see Traweek 1988.

5. Hacking {1983] draws a distinction between experiments which “intervene”
and scientific theories which “represent.” This distinction, however, does not give
adequate weight to the instrumental use of theories in experimentation or to the fact
that some experiments, 25 we shall see later, focus upon representation rather than
intervention.
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notion of a laboratory lies not only in the fact that it has opened up
this field of investigation and offered a cultural framework for plow-
ing this field. It lies also in the fact that the laboratory itself has
become a theoretical notion in our understanding of science. Ac-
cording to this perspective, the laboratory is itself an important
agent of scientific development. In relevant studies, the laboratory
is the locus of mechanisms and processes which can be taken to
account for the success of science. Characteristically, these mecha-
nisms and processes are nonmethodological and mundane. They
appear to have nothing to do with a special scientific logic of proce-
dure, with rationality, or with what is generally meant by “valida-
tion.” The hallmark of these mechanisms and processes is that they
imply, to use Merleau-Ponty’s terminology, a reconfiguration of the
system of “self-others-things,” of the “phenomenal field” in which
experience is made in science.® As a consequence of these recon-
figurations, the structure of symmetry relationships which obtains
between the social order and the natural order, between actors and
environments, is changed. To be sure, it is changed only temporarily
and within the walls of the laboratory. But it appears to be changed
in ways which yield epistemic profit for science.

What do I mean by the reconfiguration of the system of “self-
others-things,” and how does this reconfiguration come about? The
system of self-others-things for Merleau-Ponty is not the ohjective
world independent of human actors or the inner world of subjective
impressions, but the world-experienced-by or the world-related-to
agents.” What laboratory studies suggest is that the laboratory is a
means of changing the world-related-to-agents in ways which allow
scientists to capitalize on their human constraints and sociocultural
restrictions. The laboratory is an enhanced environment which im-
proves upon the natural order in relation to the social order. How
does this improvement come about? Laboratory studies suggest that
it rests upon the malleability of natural objects. Laboratories use
the phenomenon that objects are not fixed entities which have to be
taken as they are or left to themselves. In fact, laboratories rarely
work with objects as they occur in nature. Rather they work with
object images or with their visual, auditory, electrical, etc., traces,
with their components, their extractions, their purified versions.

6. Merleau-Ponty’s original notion in the French version of his book is “le system
‘Moi-Autrui-les choses’'” {1945, 69). For the English translation and the exposition of
this concept sec Merleau-Ponty (1962, chap. 5, and p. 57).

7. For example, a culture in which artificial light is availzble will have a means
of extending the day and as a consequence will experience the world differently than
2 culture without artificial light.
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There are at least three features of natural objects which a labora-
tory science does not need to accomodate: First, it does not need to
put up with the object as it is; it can substitute all of its less literal
or partial versions, as illustrated above. Second, it does not need to
accommodate the natural object where it is, anchored in a natural
environment; laboratory sciences bring objects home and manipu-
late them on their own terms in the laboratory. Third, a laboratory
science does not need to accomodate an event when it happens; it
does not need to put up with natural cycles of occurrence but can
try to make them happen frequently enough for continuous study.
Of course the history of science is also a history of varying oppor-
tunities and successes in accomplishing these transitions. But it
should be clear that it is escaping the need to accommodate objects
within the natural order which laboratory studies suggest is episte-
mically advantageous; it is the detachment of the objects from a
natural environment and their installation in a new phenomenal
field defined by social agents.

Consider an example. Astronomy by common definition used to
be something like a field science. For a long time, astronomers were
restricted to observation, even though since Galileo it was observa-
tion aided by a telescope. Now for more than a century astronomers
have also used an imaging technology, the photographic plate, with
the help of which photons of light emitted by stellar bodies can be
captured and analyzed. Astronomy therefore appears to have been
transformed from a science which surveys natural phenomena into
a science which processes images of phenomena. Further develop-
ments of imaging technology since 1976 have resulted in a replace-
ment of the photographic plate by CCD {charge-coupled device)
chips8 For example, the light of Halley’s comet in 1982 was col-
lected by the gigantic two-hundred-inch mirror of the Hale telescope
on Mount Palomar and was focused on CCDs. CCD chips constitute
a major change in imaging technology. They have digitalized out-
puts and thus enable astronomers to transfer and process their data
electronically. If CCDs are used with space telescopes, they not
only improve astronomers’ data but they render astronomy com-
pletely independent of the direct observation of its field. Once the
transition is complete, astronomy will have been transformed from
an observational field science to an image-processing laboratory
science.’

8. See Smith and Tatarewicz 1985 for 2 summary of this development.
9. T leave open the question, which cannot be answered at this point, of whether
all of scientific astronomy will switch to space telescopes. It is likely that, as with
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What reconfiguration of the phenomenal field of astronomy is
achieved in this process of transformation? At least the following
changes are apparent:

1. Through being imaged, the objects of investigation become
detached from their natural environment and are made to be continu-
ally present and available for inquiry in the laboratory; through digi-
talization and computer networks, the availability of the same data
is extended to potentially the whole of the scientific community;

2. Through the transition to a literary technology, the processes
of interest to astronomers become miniaturized,

3. Planetary and stellar time scales become social-order time
scales. Astronomers all over the world who are connected to the
electronic networks can now process and analyze stellar and plane-
tary responses in parallel and continually.

The point is that with all these changes, astronomy still has not
become an experimental science. The processes described all pertain
to laboratories; they enable investigations to be performed in one
place, without regard to natural conditions (e.g., weather, seasonal
changes, regional differences in visibility, etc.), subject only to the
contingencies of local situations {e.g., to the speed and the local re-
sources that scientists can bring to bear on the work!. In other
words, laboratories allow for some kind of homing in of natural pro-
cesses; the processes are “brought home’” and made subject only to
the local conditions of the social order. The power of the laboratory
{but of course also its restrictions] resides precisely in its encultur-
ation of natural objects. The laboratory subjects natural conditions
to a social overhaul and derives epistemic effects from the new
situation.

Playing upon the Social Order: Enhanced Agents

But laboratories not only improve upon the natural order; they also
upgrade the social order in the laboratory, in a sense which has been
neglected in the literature on laboratories. Received notions of sci-
ence conceived of the social as extraneous and possibly averse to
science. As Bloor {1976, 141} points out, social factors were brought
into the picture only to explain incorrect scientific results but never
to explain correct ones. The new sociology of science has eliminated
this “asymmetry” in tavor of models which stress the interweaving

older observational technologies, photographic-plate astronomy, just like observation
through hand-manipulated telescopes, will become a “backyard” astronomy.
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of social and scientific interests {e.g.,, MacKenzie 1981; Pickering
1984} and generally consider social and political strategies as part
and parcel of scientists’ conduct {e.g., Latour 1987}. Yet studies of
laboratory science have failed to specify how features of the social
world, and more generally of everyday life, become played upon and
turned into epistemic devices in the production of knowledge.
Phrased differently, the social is not merely “also there” in science.
Rather, it is capitalized upon and upgraded to become an instrument
of scientific work. If we see laboratory processes as processes which
align the natural order with the social order by creating reconfi-
gured, “workable’ objects in relation to agents of a given time and
place, we also have to see how laboratories install “reconfigured”
scientists who become workable [feasible} in relation to these ob-
iects. In the [aboratory, it is not the scientist who is the counterpart
of these objects. Rather it is agents enhanced in various ways so as
to fit a particular emerging order of self-other-things, a particular
ethnomethodology of a phenomenal field. Not only objects but also
scientists are malleable with respect to a spectrum of behavioral
possibilities. In the laboratory, scientists are “methods” of going
about inquiry; they are part of a field’s research strategy and a tech-
nical device in the production of knowledge.

How are aspects of the social order being reconfigured? Consider
the scientist turned into a measurement device. By common assent,
consciousness and perhaps also intentionality are defining charac-
teristics of human beings. For example, many of the demarcationist
battles waged against the programs and promises of artificial intel-
ligence rest upon arguments from human consciousness and inten-
tionality and draw out their manifold implications {e.g., Searle
1983]. Since the computer is not a conscious, intentional actor—or
so the argument goes—it will never develop the full mental capaci-
ties of human agents. Or consider one of the most basic concepts in
the social sciences, the concept of action. There appears to be no
definition of action which does not presuppose [conscious! inten-
tions. In fact, meaningful intentions serve as the distinguishing
characteristic which differentiates action from behavior, and which
thereby delimits what is of interest to social science and what is not.
Yet in molecular biology laboratories, scientists are often featured
in ways which contradict these assumptions. For example, scien-
tists figure prominently as repositories of unconscious experience
whose responsibility it is to develop an embodied sense for resolving
certain problem situations. These situations obtain when a circular
relationship between procedure and outcome arises such that to op-
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timize a methodological procedure one would have to know its out-
come, but of course to get to know the outcome is the whole point
of optimizing the procedure.

Let me give an example.’® In molecular genetics, gel electropho-
resis is a method for separating DNA and RNA fragments of differ-
ent lengths in a gel on which an X-ray film is exposed. As a result of
the procedure, one gets blackish and whitish bands which are most
clearly distinguishable in the middle of the matrix which the film
represents; at the bottom of the film, bands tend to be drawn apart,
and on top they tend to stick together and may in fact become indis-
tinguishable. Thus, to obtain a good resclution and highly analyz-
able and publishable results, one should place the bands of interest
in the middle of the matrix. And to achieve this, the gel run must
be stopped exactly when the fragments of interest appear in the right
place—which, however, is possible only if one knows the length of
the expected fragments {and bands) in advance. But this, of course,
is never the case, since it is precisely the goal of the gel run to deter-
mine the length of the fragments one is interested in. Thus the cir-
cular relationship between gel run and its outcome results from the
fact that the optics of the gel can only be optimized through knowl-
edge of the expected bands, while at the same time the optics is
already presupposed in any attempt to determine the bands.

There are several ways in which we can deal with this situation.
For example, we can break up the circle by dividing it into its com-
ponents and then run several subtests simultaneously in order to
place limits around what will be a likely outcome; to know the
range of likely outcomes is often sufficient to adequately fine-tune
a method. Thus scientists can try to identify the procedure most
likely te yield optimum results by varying the crucial ingredients
and running many tests in parallel before choosing a final method.
Alternatively to the breakup strategy, we can choose a framing
strategy to deal with the problem, for example, by turning to theory
or computer simulation to discover the likely range of the results of
interest. Molecular biologists mostly do not do simulations, and
there are no phenomenological theories closely linked to experi-
ments such that they would be helpful for molecular biologists.
Hence the framing strategy is not an option. On the other hand,
molecular biologists do not want to use the circle breakup strategy
either. Their reluctance is based on the shared assumption that sys-

10. For a full ethnography of the molecular biclogy laboratory from which this
and other examples in this paper are derived, see Amann 199¢.
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tematic breakup strategies are too time-consuming. For example,
running several subtests simultaneously to determine an optirnum
procedure usually means not only that there are more tests to be
performed but also that the number of preparatory steps needed to
obtain the reaction mixes for the subtests grows by a factor x, and
depending on how many steps are involved in preparing a reaction
mix, the total number of tasks can be large. Molecular biologists
reason that it is not only the number of tasks that grows proportion-
ately with such a strategy. Also each step in a multiply layered pro-
cedure would be affected by the difficulty and uncertainty of having
to work in the agbsence of appropriately delimited expectations, and
thus each step would be subject to the same sources of error as the
original problem. The susceptibility to error multiplies with the
number of steps.

Given such reasoning, molecular biologists situate themselves
somewhere between what they perceive as the methodical-system-
atic strategy of breaking up the circle and the framing strategy
which 1 described above. The intermediate method which they turn
to is that of the holistic gloss: they leave it to individual scientists
to develop a sense for a reasonable strategy in response to the chal-
lenge. Scientists are expected to make a good guess about what
procedure might work best and to thereby optimize procedures ho-
listically {without attempting systematic optimization of substeps}
and locally {without recourse to procedurally external sources like
theory or simulation]. The required sense of successful procedure
draws heavily upon an individual’s experience: upon the prognostic
knowledge which individuals must somehow synthesize from fea-
tures of their previous experience, and which remains implicit, em-
bodied, and encapsulated within the person. It is a knowledge which
draws upon scientists’ bodies rather than their minds. Conscious-
ness and even intentionality are left out of the picture. And there is
no native-theory as to what this body without mind is doing, or
should be doing, when it develops sense.

My point is that we have to be prepared to encounter scientists
who function as instruments or objects in the laboratory, or as illus-
trated elsewhere, as collective organisms, just as we have to be pre-
pared to encounter organisms that have been transformed into
images, extractions, or agents. By the time the reconfigurations of
self-others-things which constitute laboratories have taken place,
we are confronted with a new emerging order that is neither social
nor natural, an order whose components have mixed genealogies
and continue to change shape as laboratory work goes on.
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Types of Reconfigurations: From Laboratory to Experiment

What I have said so far refers to laboratory processes in general. 1
have neglected the phenomenon whereby concrete laboratory recon-
figurations are shaped in relation to the kind of work which goes on
within the laboratory. This is where experiments come into the pic-
ture; through the technology they use, experiments embody and re-
spond to reconfigurations of the natural and social order. In this
section, [ will draw attention to three different types of laboratories
and experiment in the contemporary sciences of particle physics,
molecular biology, and the social sciences. In distinguishing be-
tween these types, I shall take as my starting point the construc-
tions placed upon natural objects in these different areas of science
and their embodiment in the respective technologies of experimen-
tation. I want to show how, in connection with these different con-
structions, laboratories and experiments become very different
entities and enter very different kinds of relationships with each
other. For one thing, laboratories and experiments can encompass
more-or-less distinctive, more-or-less independent activities: they
can be assembled into separate characters which confront and play
upon each other, or disassembled to the degree to which they appear
to be mere aspects of one another.!! For another thing, the relation-
ship between local scientific practice and environment also changes
as laboratories and experiments are differently assembled. In other
words, reconfigurations of the natural and social order can in fact
not be entirely contained in the laboratory space. Scientific fields
are composed of more than one laboratory and more than one ex-
periment; the reconfigurations established in local units have impli-
cations for the kind of relationship which emerges between these
units, and beyond.

In the following, I shall only document some of these issues in a
most cursory manner. My point is to draw attention to and to illus-
trate some of these matters rather than to provide a full analysis of
a complex issue.’? What I want to draw attention to in this section
are the diverse meanings of “experiment”” and “laboratory” which
are indicated in different reconfigurations, and which have been gen-

11. It is clear that we can have laboratories without experiments as traditionally
understood, as in the science of astronomy or in the many cases of nonresearch labo-
ratories in which specimens are merely tested. And we know that experiments may
occur in nonlaboratory settings, for example, as natural experiments. But even when
laboratories and experiments tend to go together, as in the examples to be discussed,
there can be different matches and combinations.

12. For a detailed analysis and documentation of these issues, see Xnorr Cetina
1992.
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erally ignored in recent empirical studies of science.®® [ want to in-
dicate the differential significance and the mutual relationship of
laboratories and experiments in three situations, which I distinguish
in terms of whether they use a technology of representation, a tech-
nology of treatments and interventions, or a technology of signifi-
cation. The construction placed upon the objects of research varies
accordingly; in the first case, objects in the laboratory are represen-
tations of real-world phenomena; in the second, they are processed
partial versions of these phenomena; in the third, they are signa-
tures of the events of interest to science. Note that the distinctions
drawn are not meant to point to some essential differences between
fields but rather attempt to capture how objects are primarily fea-
tured and attended to in different areas of research. To illustrate the
differences, and to emphasize the continuity between mechanisms
at work within science and outside of it, I shall first draw upon ex-
amples of laboratories and experimentation invoked outside natural
science, those of the psychoanalyst’s couch, the twelfth-and-thir-
teenth century cathedral, and the military war game.

Experiments {almost) without laboratory:
construing objects as representations

I begin with the war game. The hallmark of a war game in the past
was that it took place on a sand table, a kind of sandbox on legs in
which the geographic features of a potential battle area were built
out of sand and whole battles were fought between hostile toy ar-
mies. The setup and the action were similar to the actual terrain and
the likely movements of soldiers. The landscape made of sand had
to be modeled on the supposed spot of a real enemy engagement in
all relevant respects, and the movements made by the toy armies
had to correspond as closely as possible to the expected moves of
real soldiers, The war game in the sandbox was an invention of the
eighteenth century which was developed further by Prussian gener-
als. Its modern equivalent is the computer simulation. This has be-
come widely used not only in the military but in many areas of
science in which real tryouts are impracticable for one reason or
another. Computer simulations are also increasingly used in labo-
ratory sciences to simulate experiments; indeed, the computer has
been called a laboratory in descriptions of this development (e.g.,
Hut and Sussman 1987].

13. Philosophers have started to devote some attention to the issue. See, among
others, Hacking 1983.
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The point here is that many real-time laboratory experiments
bear exactly the same kind of relationship to the reality they deal
with as the war game on the sand table bears to the real engagement,
or the computer simulation bears to the action that is simulated:
they represent the action. As an example, consider most experi-
ments in the social sciences, particularly in social psychology, in
economics, in research on problem-solving, and the like. To illus-
trate, experimental research on jury decision making uses mock ju-
ries; in these experiments, participants {mostly college students} are
asked to reach judgments on a simulated trial.’* Research on the
heuristics of problem solving sets up simulated problem situations
and asks participants to search for a solution to the problem.'s
Social science experiments, as is well known, characteristically get
the same criticism as computer simulations: what is usually ques-
tioned is whether generalizable results can be reached by studying
mock reality behaviors when the factors distinguishing this mock
reality from real-time events are not known or have not been
assessed.

Aware of this criticism, researchers in these areas take great care
to design experimental reality so that in all relevant respects they
come close to perceived real-time processes. In other words, they
exemplify and deploy a technology of representation. For example,
they set up a system of assurances through which correct corre-
spondence with the world is monitored, and they set up procedures
designed to implement the proper performance simulation of the
world. One outstanding characteristic of this system of assurances
is that it is based on a theory of nonintervention. In blind and
double-blind designs, researchers attempt to eradicate the very
possibility that the researcher will influence the outcomes of the
experiments. In fact experimental design consists in, on the one
hand, implementing a world simulation and, on the other hand, im-
plementing a thorough separation between the action of experimen-
tal subjects, which is to take its natural course, and the action,
interests, and interpretations of the researchers.

Consider the laboratory in these situations. It does not as a rule
involve a richly elaborated space, a place densely stacked with in-
struments and materials and populated by researchers. In many so-
cial sciences, the laboratory reduces to the provision of a one-way
mirror in a room that includes perhaps a table and some seating

14. An example of this kind of research can be found in MacCoun 1989,
15. For a review of the literature in this area, see, for example, Kahneman, Slovic,
and Tversky 1982.
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facilities. In fact, experiments may be conducted in researchers’ of-
fices when a one-way mirror is not essential. But even when a sepa-
rate laboratory space exists, it tends to become activated only when
an experiment is conducted, which, given the short duration and
special “entitivity” of such experiments, happens only rarely. The
laboratory is a virtual space and in most respects coextensive with
the experiment. Like a stage on which plays are performed from
time to time, the laboratory is a storage room for the stage props
that are needed when social life is instantiated through experi-
ments. The objects which are featured on the stage are players of the
social form. The hallmark of their reconfiguration seems to be that
they are called upon to be performers of everyday life, to be compe-
tent to behave under laboratory conditions true to the practice of
real-time members of daily life.

Laboratories come of age:
the construal of objects as processing materials

Consider now a second example from outside the sciences. In the
twelfth and thirteenth centuries, cathedrals were built in Paris, Can-
terbury, Saint Denis [an abbey church], and later in Chartres,
Bourges and other places, that were modeled upon earlier, smaller
churches. Between them they demonstrate a rapid transmission of
design innovations, manifest, for example, in the spread of the flying
buttress.’$ After structural analyses of these churches, Mark and
Clark argue that “cathedral builders learned from experience, using
the actual buildings in the way today’s engineer relies on instrumen-
tal prototypes” (1984, 144}, The builders seemed to have observed
wind pressure damage and cracking in the mortar of older churches,
flaws in the original buttressing scheme, the flow of light, and gen-
erally how a particular design held up in relation to its purpose and
usage.

The point about learning from wind pressure damage to cathedral
towers by changing the structure of the buildings in response to
their observed deficiencies is that on the one hand a system of sur-
veillance must have existed which permitted those participating in
the observational circuit to build upon [rather than to deplore, find
who was guilty of, ignore, or otherwise deal with} mistakes. Since
there were at the time no design drawings which were circulated,
the system of surveillance must have depended on travel between

16. For a detailed analysis of buttressing patterns and apparent spread of infor-
mation between building sites, see Mark and Clark 1984.
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cathedrals and on communication of orally transmitted observa-
tions. The observation circuit together with the actual buildings
acted as a kind of laboratory {Mark and Clark 1984} in which build-
ers experimented. But the second point is that experimenting in this
laboratory consisted of changing architectural designs and building
cathedrals accordingly. In other words, it involved manipulation of
the object under study, a sequence of cures classified today as archi-
tectural innovations. Consider now a typical experimental setup
in a molecular genetics bench laboratory which focuses on gene
transcription and translation. Like the work of twelfth-century
cathedral building, the work in this laboratory is not concerned
with stage playing a reality from somewhere else. The most notable
feature of experimentation in this laboratory is that it subjects speci-
mens and substances to procedural manipulations. In other words,
experimentation deploys and implements a technology of interven-
tion. For example, a routine procedure in such a laboratory is DNA
hybridization, in which genes are isolated and then used to identify
other genes of the same kind. In this procedure, scientists chemi-
cally cut double-stranded DNA from a particular species into frag-
ments, then separate the fragments by size, and clone them on a
lawn of bacteria. Once the clones have multiplied, the plaques
which form are transferred to a filter, and the DNA on the filter is
chemically separated into single strands and exposed to a radioac-
tively labeled probe which contains single-stranded DNA from the
gene through which the DNA on the filter is supposed to be identi-
fied. Then the unbound probe is removed and a photographic film
exposed on the dish with the plaques to determine whether the
probe did in fact bind, that is, identify the probed DNA as structur-
ally similar. Finally, dark spots on the film which indicate binding
sites are aligned with the corresponding plaques to show which of
the plagues on the dish contain the targeted genes.

With a view to the reconfiguration of objects, the hallmark of this
experimental technology is that it treats natural objects as process-
ing materials, as transitory object states which correspond to no
more than a temporary pause in a series of transformations. Objects
are decomposable entities from which effects can be extracted
through appropriate treatment; they are ingredients for processing
programs which are the real threads running through the labora-
tory.'” Objects are subject to tens, and often hundreds, of separately
attended to interferences with their “natural” makeup, and so are

17. For an elaboration of the role of treatment programs in a medical field, see
Hirschauer 1991.
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the natural sequences of events in which objects take part. Through
these interferences, natural objects are smashed into fragments,
made to evaporate into gases, dissclved in acids, reduced to extrac-
tions, mixed up with countless substances, shaken, heated and fro-
zen, reconstituted, and rebred into workable agents. In short, they
are fashioned as working materials subject to almost any imaginable
intrusion and usurpation, never more than a stage in a transition
from one material state to another. The transitions effected during
experimentation are not intended to imitate similar transitions in
nature. Rather, they are intended to generate or explore a particular
effect. There is no assumption that the transitory object states ob-
tained in the laboratory and the manipulations which generate these
objects correspond to or are supposed to correspond to natural
events, Consequently the conclusions derived from such experi-
ments are not justified in terms of the equivalence of the cxperi-
ments to real-world processes.’®* And the assurances installed with
such experiments do not set up a separation between experimentor
and experiment. They are not based on a doctrine of noninterference
by the experimenter and object integrity, which sees objects of
experiments as not-to-be-tampered-with performances of natural
courses of events. And how could such a doctrine be warranted if
the whole point of experimentation is to influence the materials of
the experiment through direct or indirect manipulation by the
researcher.

If we now turn to the laboratories within which the manipulation
takes place, it comes as no surprise that they are not, as in the first
case, storage rooms for stage props. It seems that it is precisely with
the above-mentioned processing approach and object configuration
that laboratories come of age and are established as distinctive and
separate entities. What kind of entities? Take the classical case of a
bench laboratory as exemplified in molecular genetics. This bench
laboratory. is always activated; it is an actual space in which re-
search tasks are performed continuously and simultaneously. The
laboratory has become a workshop and a nursery with which spe-
cific goals and activities are associated. In the laboratory, different
plant and animal materials are maintained, bred, nourished, kept
warm, observed, prepared for experimental manipulation, and gen-
erally tended and cared for. They are surrounded by equipment and
apparatus and are used themselves as technical devices to producing
experimental effects. The laboratory is a repository of processing

18. Though of course there are such experiments in the biological sciences, like
the ones which attempt to simulate the origin of life.
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materials and devices which continuously feed into experimenta-
tion, More generally, laboratories are objects of work and attention
over and above experiments. Laboratories employ caretaking person-
nel for the sole purpose of tending to the waste, the used glassware,
the test animals, the apparatus, the preparatory and maintenance
tasks of the lab. Scientists are not only researchers but spend part of
their time as caretakers of the laboratory. Certain kinds of work on
the laboratory becomes focused in laboratory leaders who tend to
spend much of their time representing, promoting, and recruiting for
“their” laboratory. In fact, laboratories are also social and political
structures which “belong” to leaders and provide for the career goal
of “heading one’s own laboratory.” Laboratories become identified
in terms of their leaders; they are the outfits installed for senior
scientists and a measure of successful scientific careers. Thus the
proliferation of laboratories as objects of work is associated with the
emergence of a two-tier system of laboratory-level and experiment-
level social organization of agents and activities. Experiments, how-
ever, tend to have little entitivity. In fact, they appear to be dissolved
into processing activities parts of which are occasionally pulled to-
gether for the purpose of publication. As laboratories gain symbolic
distinctiveness and become a focus of activities, experiments lose
some of the wholeness and unity they display in social science
fields. When the laboratory becomes a permanent facility, experi-
ments can be conducted continuously and in parallel, and begin to
blend into each other. Thus experiments dissolve into experimental
work, which in turn is continuous with laboratory-level work.

But there is also a further aspect which is of interest in regard to
the permanent installation of laboratories as internal processing en-
vironments. This has to do with the phenomenon that laboratories
now are collective units which encapsulate within themselves a
traffic of substances, materials and equipment, and observations. In
other words, the laboratory houses within itself the circuits of ob-
servation and the traffic of experience which twelfth- and thir-
teenth-century cathedral builders brought about through travel, and
it includes an exchange of specimens, tools, and materials. Through
this traffic, researchers participate in each other’s experimental pro-
cedures, and outcomes are watched, noticed, and learned from by a
number of researchers. If the existence of such a traffic can be asso-
ciated with acceleration effects, such effects are now appropriated
by laboratories. Nonetheless, they are not limited to laboratories; it
appears, and this is a last point I want to consider in regard to the
present type of laboratory, neither the traffic of specimens and ma-
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terials nor the system of surveillance are wholly contained in the
laboratory. In fact, if the laboratory has come of age as a continuous
and bounded unit that encapsulates internal environments, it has
also become a link between internal and external environments, a
border in a wider traffic of objects and observations. For example,
expetriments are not as a rule conducted completely and exclusively
by the scientist in charge (with the help of technicians]. Rather re-
searchers draw upon other researchers from whom components of
the work are extracted and obtained. These pieces of work may
come from inside the laboratory, but they also often come from
other laboratories. In contrast to work that deploys a technology of
representation, the present type of work tends to produce composite
and assembled ocutcomes, With the reconfiguration of objects as
material states in successive transitions, experiments become com-
posable in chunks, and the chunks correspond to the results of pro-
cessing stages. Chunks of work are transferable like written or
visual records, they travel between and within laboratories. Since
the respective pieces of work are often obtained through gift ex-
change rather than through formal collaborations indicated by joint
authorship, the degree of “‘assemblage” embodied in research prod-
ucts and the degree of traffic upon which these products are built is
not apparent from publications.

The continuation of laboratory-internal processes of exchange
through external processes is just one indication that the reconfi-
guration of objects {and agents) has implications beyond the borders
of a lab. It is clear that single laboratories in benchwork sciences are
situated in a landscape of other laboratories, and it appears that it is
this landscape upon which they imprint their design. The laboratory
in the present situation focuses a life world within which single
laboratories are locales, but which extends much further than the
boundaries of single laboratories.

Laboratories vs. experiments: when objects are signs

The phenomenon of the laboratory as a {internally elaborated) locale
of a more extended life world is interesting in that it contrasts
sharply with the third case to be considered, in which much of this
life world appears to be drawn into experiments which are no longer
merely streams of work conducted under the umbrella of a labora-
tory, but which “confront” and play upon the latter. This is also a
situation in which objects are reconfigured neither as not-to-be-in-
terfered-with players of natural events nor as decomposable material
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ingredients to processing programs, but as signs. The example from
outside the natural sciences is psychoanalysis.!® Freud repeatedly
referred to psychoanalysis as analogous to chemistry and physics,
and he likened the method of stimulating patient recollection
through hypnosis with laboratory experimentation.?® He also com-
pared psychoanalysts to surgeons, whom he envied because they
could operate on patients removed from everyday social and physi-
cal environments under clinical conditions—a situation Freud emu-
lated by what he called the special “ceremonial” of the treatment
situation {1947, vol. 11, 477f., and vol. §, 467]. In a nutshell, this
ceremonial consisted in the patient being put “to rest” on a couch
while the analyst took his seat behind the facility in such a way that
the patient could not see the analyst. The patient was not supposed
to be influenced by the analyst’s nonverbal behavior, and the analyst
was supposed to remain emotionless during the encounter. This
ceremonial, together with certain rules of behavior which the pa-
tient was asked to observe in everyday life during the analysis,
helped patients in “disengaging’”” from everyday situations and in
sustaining a new system of self-others relationships which the ana-
lyst set up in his office. One could say that Freud went some length
to turn psychoanalysis into a laboratory science. But my point refers
to the kind of activity performed in this setup rather than to the
setup itself. In essence the analyst starts from a series of pathologi-
cal symptoms. These s/he tries to associate with basic drives which,
by means of complicated detours having to do with events in the
patient’s biography, are thought to motivate the symptoms. Analysis
is the progress from outward signs (the patient’s symptoms} to the
motivating forces which are the elements of psychic activity. Unlike
the previous type of science, psychoanalysis is not processing ma-
terial objects but processing signs; it is reconstructing the meaning
and origin of representations.

Now consider contemporary particle physics, a science that in-
dubitably involves laboratories and experiments, and in fact the larg-
est and most complex ones in all of the sciences. In the collider
experiment {called UA2J2' we observe at the European Center for

19. T am grateful to Stefan Hirschauer for alerting me to this example.

20. For Frend’s likening psychoanalysis to chemistry, see, for example Freud’s
Gesammelte Werke (1947}, vol. 10, 320; or vol. 12, 5, 184, 186. For a reference to
laboratory experimentation, see vol. 10, 131.

21. *UA2" stands for underground area 2, the site of the UAZ2 detector along the
beam pipe several miles from CERN. UA?2 is the sister experiment of UAl In both
experiments were discovered the W and Z intermediate bosons which are thought to
carry the weak electromagnetic force. Experiment UA2 has been studied since 1987.
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Particle Physics [CERN] in Geneva, protons and antiprotons are ac-
celerated in a pp collider and hurled against each other, thereafter
decaying into secondary and tertiary particles which travel through
different detector materials before they get “stuck” in the outer
shell of a calorimeter. Detectors can ‘“‘see” the traces left by these
particles, which may consist of “holes” from electrons knocked out
of orbit by incoming particles in a silicon detector, optical images
{scintillation light) converted into electrical pulses in a scintillating
fiber detector, etc. Detectors announce the presence of these signals
to “readout chains” through which signals are amplified, multi-
plexed, and converted from analog into digital values, and written
on tape by an on-line computer. Events and particle tracks are
reconstructed off-line, through the application of data production
and track reconstruction programs. These construct—and extract—
those signals which count as data and are to be analyzed for their
physics content. Analysis continues the process of reconstruction
in that it is concerned, in the case observed, with, {statistically} dif-
ferentiating “interesting’ signals (e.g., candidates for top quarks]
from background events and with placing confidence limits around
the estimates. In reality the chain of conversions, transformations,
evaluations, selections, and combinations which leads from particle
“footprints’ to the supposed footprint-generating “real” events, that
is, to specific particles and their properties, includes many more
steps and details. But it remains a process through which signs be-
come, with a certain likelihood, attached to events {production of
particles), just as in the case of psychoanalysis we saw a process
through which symptoms were attached to basic motivating drives.

Thus in particle physics experiments the natural order is recon-
figured as an order of signs. Signs appear incorporated in particle
physics experiments in a far more extensive sense than they are in
other fields. This is not to deny that all sciences involve sign pro-
cesses and can potentially be analyzed from a semiotic perspective.
It is Tather to say that in particle physics the construction of objects
as signs?* shapes the whole technology of experimentation. To give
some simple examples, molecular genetics includes incipient forms
of sign processing at the stage where protodata are transformed into
publishable evidence, and there are signs involved in intermediary
controls, as when a test tube is checked against the light to see
whether the substance it includes has reached a certain stage, e.g.,
has formed a “pellet” [Amann and Knorr Cetina 1988}, Signs in this

22. More precisely: the construction of cbjects as signatures and footprints of
events.
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case are used as indicators of the state of a process; they are not the
objects which are processed. For the most part experiments de-
scribable in terms of a technology of intervention process material
substances rather than their signatures. Experiments in particle
physics, on the other hand, seem to start where processes not focus-
ing upon signs leave off. Signs occur in many varieties and extend
far back in the process of experimentation; they cannot be limited
to the written output or “inscriptions’” {Latour and Woolgar 1979},
which in other sciences are the {intermediary} end products of ex-
perimental processes. But the exclusive focus upon signs is but one
aspect of the particle physics technology of signification. Other as-
pects have to do with features of the “closedness” of a universe in
which knowledge derives from the {laboratory-} internal reconstruc-
tion of “external” events, with particle physics’s use of language as
a plastic resource and with its play upon shifts between language
games as a technical instrument in reconstruction. If particle phys-
ics experiments reconstruct an external world from signs, they also
constantly transcend—through their play upon language—sign-
related limitations.

A proper exploration of particle physics’s rather complicated
technology of signification would be too technical for this paper.
Instead I want to turn now to the meaning of experiment in particle
physics as compared to in the previously discussed sciences. Particle
physics seems to upgrade features which are also present in other
sciences, and to sustain them as special characteristics of its pur-
suits. For example, in excluding whatever material processes lead to
the production of signs, particle physics experiments rely on a divi-
sion of labor between laboratory and experiment which we encoun-
tered in a rudimentary version in the distinction between “work on
the laboratory” and experimental work in bench laboratories. In
particle physics, however, this loose division between kinds of
work which nonetheless remain continuous with each other appears
transformed into a new separation between laboratory and experi-
ment, a separation through which the laboratory becomes techni-
cally, organizationally, and socially divorced from the conduct of

23. I also want to turn the reader’s attention to the fact that my argument is not
that this technology of signification somehow “causes” all features of laboratories or
experiments which use such a technology. Laboratories and experiments embody
construals of objects, and in that sense, different construals imply different laborato-
ries. On the other hand, there is more to be considered in the makeup of a laboratory
than the construal of objects, and the construal of objects needs to be considered in
more detail than is feasible in this paper. A full exploration of this can be found in
Knorr Cetina 1992.
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experiments. Technically, laboratories build, maintain, and run ac-
celerators and colliders, while experiments build, maintain, and run
detectors. Experiments process signs. Laboratories become segre-
gated providers of signs—they provide for the particle clashes whose
debris leaves traces in detectors. Organizationally, science is con-
ducted in experiments, while laboratories provide the (infra) struc-
ture for the conduct of science—they supply office space, computer
time, living quarters, means of transportation, a local manage-
ment that recruits financial resources, and above all, particle col-
lisions. One laboratory sustains many smaller-scale fixed-target
experiments but only a few big collider experiments. Most of the
researchers and technicians that are part of the structure never have
anything to do directly with experiments. And researchers on one
experiment often know little of others, even if the two are sister
experiments dedicated to the same goal. Experiments become rela-
tively closed, total units, and laboratories become total institutions.

This is particularly interesting in view of the reconfiguration of
the common, focused, interlinked life world we found to be the con-
text of benchwork laboratories. Experiments in particle physics in-
volve huge collaborations {the LEP experiments at CERN have up
to five hundred participants] between physics institutes all over
the world. Sometimes all physics institutes in a country join in one
experiment. There are only a handful of large particle physics lab-
oratories in the world at this time, and hardly more collider ex-
periments. These experiments and laboratories deplete scientific
environments; there are virtually no active particle physics insti-
tutes or working particle physicists who are not drawn into one of
the experiments and who are not thereby associated with one of the
major labs. The external life world which in molecular biology is
shared inside each laboratory in particle physics has become an in-
ternal life world encapsulated within experiments. The scientific
community has become an internal community, a sort of collaborat-
ing organism instead of the territorial structure of independent pro-
fessional locales which characterizes benchwork sciences. Since
collaborations tend to seed new collaborations when, after eight to
sixteen years, an experiment ends, it is clear that experiments which
have depleted whole scientific fields (and perhaps most of the field’s
manpower in single countries) also represent a tremendous political
force. This leads to the curious situation in which experiments {col-
laborations) become counterparts of laboratories. Given their politi-
cal force, experiments can, for example, play out their political
strength. A collaboration may conduct an experiment at CERN and
simultaneously submit a proposal for an experiment to be con-
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ducted in ten years at the SSC {superconducting supercollider] to be
built in Texas, while keeping its options open for a bid at the LHC
{large hadron collider] should it be built at CERN. Collaborations do
not have to be loyal to laboratories {some are, if core members of a
collaboration are employed by a laboratory), though of course they
need laboratories, just as much as laboratories need good {techni-
cally and financially powerful} collaborations. It scems that strings
of collaborations {experiments} may pass between laboratories, or
fasten upon one of them, much as they please.

It is interesting to note that in addition to, or despite, their politi-
cal nature, experiments {collaborations] in particle physics acquire
a cultural face in the sense that they identify with and become
known for a particular style of work and organization. UA2, for ex-
ample, the collider experiment I study at CERN, is known and
sought out for its “liberal,” “informal” style of organization and its
“painstaking,” “trustworthy” style of work that is contemptuous of
strategies of self-promotion at the cost of science. If this style cost
UAZ2 one or another prize or first publication,? it does make for the
image of an agreeable atmosphere to which newcomers are at-
tracted. The style is cultivated by participants not only in terms of
the selection of new participants but also in terms of characteristic
behaviors displayed by leading figures in the collaboration on a day-
to-day basis.

Everyday Life: Foundation or Active Agent in Science?

I have argued that the notion of a laboratory in recent sociology of
science is more than a new field of exploration, a site which houses
experiments, or a locale in which methodologies are put into prac-
tice. I have associated laboratories with the notion of reconfigura-
tion, with setting up an order in laboratories that is built upon
upgrading the ordinary and mundane components of social life. The
configuration model claims that science derives epistemic effects
from a particular reconfiguration of the natural order in relation to
the social order, from, for example, reconfiguring agents and objects
in ways which draw upon, yet at the same time transcend, natural
courses of activities and events. From the examples it is clear how

24. This is implied by descriptions of the very different, more “ruthless” style of
UA2’s sister experiment UAI, which, as gossip has it, may have helped UA1 win the
Nobel prize in 1984. The nobel prize went to Carlo Rubbia, leader of UAI, and Simon
van der Meer, for the discovery of the W and Z intermediate bosons with the help of
the UA1 detector. For a journalist’s description of the style of UAI, see Taubes 1986.
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this “transcendent mundanity” of science draws in features which
are as diverse as those found in twelfth-and-thirteenth-century ca-
thedral building, in the psychoanalyst’s office, or in the war game
played on a sand table. Reconfigurations are neither uniform nor
consistent across different areas of science, and this has conse-
quences in terms of the meaning of laboratory and experiment in
different fields. It appears that in accordance with the construction
of objects, some sciences endorse a correspondence model of the
relationship between experimental activities and the world, others
base their discovery strategy on the processibility and “traffic-
ability” of material objects, and a third category construes its uni-
verse as a universe of signs and deploys a language-transcending?
technology of signification. In terms of laboratory-experiment rela-
tions which respond to these constructions, some sciences display
themselves as experimental sciences which manage almost without
laboratories, others appear to be laboratory sciences in which ex-
periments dissolve into streams of research tasks continuous with
laboratory work, and some are sciences in which laboratories and
experiments are institutionally separate units which enter into “un-
easy partnerships”’2¢ with each other. It is clear that from a cultural
perspective, the notion of “experiment’ too must be reconsidered in
relation to its environment and the changing meanings and alliances
it embodies.

The point about juxtaposing these cases is not only that it directs
attention to the enormous disparity between different empirical sci-
ences but also that it emphasizes the necessity to understand the
manifold transformations, through the order instituted in the labo-
ratory, of the natural and social order of the wider context from
which and into which laboratories are built. Edmund Husserl was
among the first to criticize the sciences for their forgetfulness about
the taken-for-granted modalities of experience which are the condi-
tions of the possibility of scientific inquiry and which in his opinion
are part of the makeup of our everyday life world. Through them he
thought science was deeply and inextricably anchored in everyday
life, despite its technical and mathematical orientation.?” Quine
made a similar argument when he pointed out that all scientific
theories were ultimately rooted in “our overall home theory,” by

25. {am alluding to the phenomenon that particle physics deploys different tech-
nical languages for the solution of its problems and appears to extract epistemic ad-
vantages from the transition from one language to another,

26. This expression has been used by Lazarsfeld to describe the relationship be-
tween politics and science.

27. See in particular Husserl 1976.
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which he meant our everyday language {1969]. Both authors accord
to everyday life a role in science, but it is a foundational role which
reduces everyday life to the common ground science shares with
everything else and which construes science as a new kind of enter-
prise connected to everyday life through no more than a relationship
of ultimate dependence. The transformations I think we need to un-
derstand between the natural and social order and the order insti-
tuted in the laboratory are not of an ultimate nature that is open
only to philosophical reflection. They do not link the eidetically
perceivable universe of the everyday world to some abstract con-
cepts which are thought to lie at the core of science. These transfor-
mations are concrete and omnipresent in the conduct of science
underneath the cover of technical jargon, they are entrenched in
cognitive pursuits, and inscribed in methodical practices. Taken
together, and through the reconfigurations they imply, they set
up a contrast to the surrounding social order. Yet it is precisely
through the active recruitment, the clever selection, the deploy-
ment, enhancement, and recombination of features of this order in
relation to the natural order—and through the clever selection and
enhancement of features of the natural order in relation to social
practice—that this contrast is effected and that epistemic effects can
be reaped for science. Everyday orders appear to be a malleable re-
source and an active agent in scientific development. The labora-
tory embodies these resources, but as we have seen, it embodies
them in different ways as it reshapes itself according to different
reconfigurations.
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Constructing Quaternions:
On the Analysis of Conceptual Practice

Andrew Pickering and Adam Stephanides

Similarly, by surrounding V' — 1 by talk about vectors, it sounds quite
natural to talk of a thing whose square is — 1. That which at first
seemed out of the question, if you surround it by the right kind of
intermediate cases, becomes the most natural thing possible.

Ludwig Wittgenstein, Lectures on the Foundations of Mathematics

How can the workings of the mind lead the mind itself into prob-
lems? ... How can the mind, by methodical research, furnish itself
with difficult problems to solve?
This happens whenever a definite method meets its own limit {and
this happens, of course, to a2 certain extent, by chance}.
Simone Weil, Lectures on Philosophy

Thinking about science has traditionally meant thinking about sci-
entific knowledge, especially about high theory in the mathematical
sciences. In the last ten years or so, however, historians, philoso-
phers, sociologists, and others have converged upon an exploration
of scientific practice, and an enormous field of enquiry has thus
been opened up. Perhaps in compensation for the traditional over-
emphasis on theory, the analysis of practice has so far focused on
experimentation and on the construction of the sociotechnical net-
works that link the laboratory to the outside world {see the contri-
butions to this volume]. Many fascinating discoveries have been
made, but the upshot has been that we still know as little as we ever
did about what theoretical, conceptual practice looks like: “almost
no one has had the courage to do a careful anthropological study”

Andrew Pickering’s contribution to this work was supported in part by the National
Science Foundation History and Philosophy of Science Program, Grant DIR-8912095,
and was completed while he was a visitor at the Science Studies Unit of the Univer-
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tosh, Donald MacKenzie for the use of a laser printer, and David Bloor and Steven
Shapin for challenging discussions. He also thanks Barbara Herrnstein Smith and
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as Latour {1987, 246! puts it {but see Livingston 1986}, Our inten-
tion is to begin to remedy this deficiency. Qur suggestion is not
that the analysis of conceptual practice calls for any special inter-
pretive framework; we want rather to show that it is amenable to
the same kind of analysis as that already developed for experimental
and sociotechnical practice. Qur method is to work through a case
study of mathematical rather than strictly scientific practice, but
as explained below, we hope that the study can serve to open up
thought on coneceptual practice in both mathematics and science
more generally. {‘Science,’ below, is thus often used as an umbrella
term for both disciplines.! We first review the basics of our interpre-
tive scheme and then move to the study. We conclude with a dis-
cussion of how the analysis developed here cuts across traditional
arguments concerning the objectivity, relativity, or historicity of
scientific knowledge.

An idea that has proved fundamental in science studies is that
practice should be seen as a process of modeling, of the creative
extension of existing cultural elements {Barnes 1982; Bloor 1976;
Hesse 1966; Knorr Cetina 1981; Kuhn 1970; Pickering 1981, 1984).
And one key property of modeling that continually comes to the
fore is its open-endedness, or openness for short. A given model can
be extended in an indefinite number of ways; nothing within the
model itself foreshadows which should be chosen. Thus part of the
problem of getting to grips with practice is that of understanding
closure, of understanding why some individual or group extends
particular models in particular ways. The solution to this prob-
lem appears to lie in the observation that models are not extended
in isolation. Modeling typically aims at producing associations in
which a plurality of projected elements hang together in some
way.! And the important point here is that the achievement of

1. The analytic terminology adopted here is taken from Pickering 1989, 1990a, b,
1991, forthcoming, but nothing hinges upon this. “Association” is perhaps the most
problematic concept we use in this essay. While it is easy enough to see what it means
in any specific passage of practice, we have not found any further explication of the
term that runs easily across examples. In the present study, “association” amounts
to a one-to-one correspondence between two mathematica] systems; but in other
studies quite different associztions have been at stake. In Pickering 1989 the key
association concerned the translatability of 2 material procedure through an interpre-
tative model into one of a pair of phenomenal models; in Pickering 1990b, one im-
portant aspect of “association” concerned the harmonious functioning of various
material subsystems of a scientific instrument. It may be that this last sense of “as-
sociation” should be the model for thinking about the concept more generally: we
can appreciate that technological artifacts are combinations of material elements that
somehow hang together without being overcome by a compulsion to spell cut a defi-
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such associations is not guaranteed in advance—particular model-
ing sequences readily lead to mismatches in which intended asso-
ciations are not achieved. Resistances, that is, arise in practice to
the achievement of goals. Encounters with resistance set in train a
process of accommodation, in which the openness of modeling is
further exploited in trial-and-error revisions and substitutions of
models, modeling sequences, and so on, aimed at proceeding further
toward the intended association. The process of accommodation it-
self precipitates further resistances in and to practice, so that prac-
tice in the end appears as a goal-oriented dialectic of resistance and
accommodation, with the actual achievement of association—and
the production of an empirical fact, say, or of a scientific instru-
ment—as one contingently possible end point. And the point of
achievement of association is also, of course, a (possibly temporary}
point of closure. It marks out the particular direction of modeling
established in the dialectic of resistance and accommodation from
the larger space of unsuecessful attempts.

Now the general idea that practice is a process of modeling origi-
nated in thinking about conceptual practice in science, especially
about theory development. But the further elaboration of the con-
cept of modeling, via the teleological principle of association and the
dialectic of resistance and accommeodation that it structures, has so
far been worked out only for the cases of experimental and socio-
technical practice. And, apart from a studied lack of interest in
conceptual practice, one can see why that might be. Put crudely,
we expect the material world {in experimental practice} and other
people {in sociotechnical practice} to resist our designs. But what
might count as resistance and thus produce the characteristic dialec-
tic in conceptual practice is less clear. How can symbols, marks on
paper, thoughts, get in our way? How can the workings of the mind
lead the mind itself into problems? This is the question that we
want to address. We believe an answer can be found within the
framework just laid out, although it requires a more careful analysis
of modeling than has previously been given.

Typically, modeling is seen as a primitive notion pointing to an
aspect of practice not subject to further inquiry. In contrast, in our
case study we find it possible to decompose the modeling process
into three simpler and better defined operations: bridging, tran-
scription, and filling.> We explain the significance of these terms as

nition of “hanging together” that spans all possible artifacts. The “irreductive” thrust
of this line of thought is ¢laborated in Latour 1988,
2. The importance of transcription {and of the related concepts of description and
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we go along; for the present it is enough to note that bridging and
filling can be understood as free moves in the modeling process,
moves in which actors exercise choice and discretion, while tran-
scription is a forced move, in which agency is surrendered. To ap-
propriate the terminology of Ludwik Fleck (1979}, free moves are the
“active” component of scientific practice, while forced moves are
“passive.” Further, it is important to appreciate that these active and
passive components of modeling are constitutively intertwined: the
point of bridging, for example, is to create a space for transcription.
This intertwining gives modeling a peculiar active-passive or free-
forced character, and this is what lies behind the possibility of resis-
tance in conceptual practice. Free moves in modeling mark tentative
choices within the indefinitely open space of cultural extension,
while the forced moves that intertwine with them serve to elaborate
those choices in ways beyond the actor’s control. The outcome of
particular modeling sequences is thus at once structured by choice
but not determined by it; it is something genuinely to be found in
practice. This being the case, there is no reason to suppose that in-
tended associations will be achieved through any particular model-
ing sequences, which is as much as to say that their expected result
should be the emergence of resistance. This emergence of resistance,
and the consequent dialectic of resistance and accommodation,
is what we aim to exemplify and explore in the case study that
follows.?

From Complex Numbers to Triplets

QOur study is taken from the history of mathematics. We are inter-
ested in the work of the great Irish mathematician Sir William
Rowan Hamilton, and in particular in a brief passage of his mathe-
matical practice that culminated on 16 October 1843 in the con-
struction of his new mathematical system of quaternions. Before we
turn to the study, however, a few points need to be addressed. Why,
for example, study mathematics in the present context? Qur answer
is that mathematics offers a particularly clean instance of concep-
tual practice, free from the material complications of experimental
practice in science and from the esoteric subtleties of, say, recent

redeseription] is stressed in Pickering 1990b, though the concepts of bridging and
filling are not explicitly introduced there.

3. See alsc Tiles 1984 on Gaston Bachelard’s concept of the “interference” of
mathematical systems.
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theoretical physics. Why, then, study Hamilton and his work on
quaternions? First, because this work is of considerable historical
interest. It marked an important turning point in the development
of mathematics, involving as it did the first introduction of noncom-
muting quantities into the subject matter of the field, as well as the
introduction of an exemplary set of new entities and operations, the
quaternion system, that mutated over time into the vector analysis
central to modern physics. Second, because, as it happens, Hamil-
ton’s work is relatively easy to follow: not much technical back-
ground or insight is required to follow the moves that Hamilton
makes. This is unlikely to be true of, say, work of similar impoz-
tance in modern mathematics. And third, and most importantly, be-
cause Hamilton himself left several accounts of the practice that led
him to quaternions, especially a notebook entry written on the day
of the discovery and a letter to John T. Graves dated the following
day {Hamilton 1843a, b, denoted by NBE and LTG hereafter; cita-
tions to page numbers are from the reprints of these in Hamilton
1967). As Hamilton’s biographer puts it: ““These documents make
the moment of truth on Dublin bridge [where Hamilton first con-
ceived of the quaternion system] one of the best-documented dis-
coveries in the history of mathematics” {Hankins 1980, 295}. On
this last point, some discussion is needed.

Hamilton's discovery of quaternions is not just well documented,
it is also much written about. Most accounts of Hamilton’s algebraic
researches contain some treatment of quaternions, and at least five
accounts in the secondary literature rehearse to various ends Ham-
ilton’s own accounts more or less in their entirety {Hankins 1980,
295-300; O’'Neill 1986, 365—68; Pycior 1976, chap. 7; van der Waer-
den 1976; Whittaker 1945). We should therefore make it clear that
we have no guarrel with these secondary accounts. What differenti-
ates our account from theirs is that, as already indicated, we aim to
show that Hamilton’s work can be grasped within a more general
understanding of practice.* Finally, we should acknowledge a prob-
lem facing all secondary accounts of Hamilton’s work on quater-
nions, namely, that Hamilton’s own accounts are retrospective, if
only just. The dangers of relying on retrospective accounts for any
attempt at real-time reconstruction of practice are well known: they
can be expected to be, at best, edited, idealized, and streamlined, and

4. Qur present account is part of a longer study in preparation of Hamilton’s al-
gebraic researches. Only the critical phase in the discovery of quaternions has been
50 substantially worked over in the secondary literature. Much remains to be said on
Hamilton’s earlier unsuccessful work on triplets {see below|.
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at worst, distorted out of recognition in the service of some enter-
prise quite different from the present one. However, we can think of
two reasons why such worries should not weigh too heavily in this
instance. First, Hamilton's accounts are plausible: though evidently
streamlined, they read like accounts of practice.® And second, our
intent is not a detailed reconstruction of Hamilton’s thought pro-
cesses. It is more to delineate a way of thinking about conceptual
practice in general. Especially, as indicated, we want to show how it
is possible for dialectics of resistance and accommodation to arise
in conceptual practice.® As should become evident, Hamilton’s ret-
rospective accounts are adequate to that purpose.

Now for the technical background to Hamilton’s work. The early
nineteenth century was a time of crisis in the foundations of algebra,
centering on the question of how the “absurd” quantities—negative
numbers and their square roots—should be understood (Hankins
1980, 248; Pycior 1976, chap. 4}. Various moves were made in the
debate over the absurd quantities, only one of which bears upon our
story. This was to make an association between algebra and another
branch of mathematics, geometry, where the association in question
consisted in establishing a one-to-one correspondence hetween the
elements and operations of complex algebra and a particular geo-
metrical system {Crowe 1985, 5—11}. We need to go into some detail
about the substance of this association, since it figured importantly
in Hamilton’s construction of quaternions.

The standard algebraic notation for a complex number is x + iy,
where x and y are real numbers and 2 = —1. Positive real numbers
can be thought of as representing measurable quantities or magni-
tudes—a number of apples, the length of a rod—and the founda-

5. By “streamlining” we refer to the editing of accounts of practice to improve
their linearity [see Nickles 1989]. Thus Hamilton’s account of his path to quaternions
omits any details of his earlier unsuccessful attempts at constructing systems of tri-
plets [see below], although those attempts and their outcomes undoubtedly struc-
tured his subsequent practice. We refer to those attempts as appropriate in the text
and notes. Likewise, although Hamilton does mention moves that failed in the pas-
sage of practice that led to quaternions—this is why we find his account plausible—it
seems reasonable to suspect that further failed moves go unmentioned. The ultimate
streamlining is of course the omission of all false starts: this is how accounts of
genius are produced.

6. In what follows we are exclusively concerned with Hamilton’s technical,
mathematical practice, but we do not dispute the importance of the considerable
literature on Hamilton’s metaphysics and its relation to his algebraic researches
[Hankins 1980, chap. ¢; Hendry 1984]. QOur feeling is that the intersection between
Hamilton’s algebra and metaphysics and the relation of both to his social position
{Bloor 1981} could be analyzed along the lines suggested here. But to attempt this
project here would take us too far afield.
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tional problem in algebra was to think what —1 and i {and multiples
thereof} might stand for. The geometrical response to this question
was to think of x and ¥ not as quantities or magnitudes, but as co-
ordinates of the end point of a line segment in some “complex”
plane terminating at the origin. Thus the x-axis of the plane mea-
sured the real component of a given complex number represented
as such a line segment, and the y axis the imaginary part, the part
multiplied by i in the algebraic expression. In this way the entities
of complex algebra were set in a one-to-one correspondence with
geometrical line segments. Further, it was possible to put the opera-
tions of complex algebra in a similar relation with suitably de-
fined operations upon line segments. Addition of line segments was
readily defined on this criterion. In algebraic notation, addition of
two complex numbers was defined as

la+ibl+lc+idi=la+c]+ib+d,

and the corresponding rule for line segments was that the x coordi-
nate of the sum should be the sum of the x coordinates of the seg-
ments to be summed, and likewise for the v coordinate, The rule
for subtraction could be obtained directly from the rule for addi-
tion—coordinates of line segments were to be subtracted instead of
summed. The rules for multiplication and division in the geometri-
cal representation were more complicated, and we need only discuss
that for multiplication, since this was the operation that became
central in Hamilton’s development of quaternions.
The rule for algebraic multiplication of two complex numbers,

{a + ibllc + id) = lac — bd} + i{ad + bc),

followed from the usual rules of algebra, coupled with the peculiar
definition of i* = —1. The problem was then to think what the
equivalent might be in the geometrical representation. It proved to
be statable as the conjunction of two rules. The product of two line
segments is another line segment which [a) has a Iength given by
the product of the lengths of the two segments to be multiplied, and
which (b} makes an angle with the x axis equal to the sum of the
angles made by the two segments. From this definition it is easy to
check that multiplication of line segments in the geometrical rep-
resentation leads to a result equivalent to the multiplication of the
corresponding complex numbers in the algebraic representation.’

7. The easiest way to grasp these rules is as follows. In algebraic notation, any
complex number ¥ + iy can be written as re®, where x = rcos8 and y = rsinf. But
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Coupled with a suitably contrived definition of division in the geo-
metrical representation, then, an association of one-to-one corre-
spondence was achieved between the entities and operations of
complex algebra and their geometrical representation in terms of
line segments in the complex plane.

At least two important consequences for nineteenth-century
mathematics flowed from this association. Pirst, it could be said
{though it could also be disputed] that the association solved the
foundational problems centered on the absurd numbers. Instead of
trying to understand negative and imaginary numbers as somehow
measures of quantities or magnitudes of real objects, one should
think of them geometrically, in terms of the orientation of line seg-
ments. A negative number, for example, should be understood as
referring to a line segment lying along the negative (rather than posi-
tive] x axis, a pure imaginary number as lying along the y axis, and
so on. Thus one could appeal for an understanding of the absurd
numbers to an intuition of the possible differences in length and
orientation of rigid bodies—sticks, say—in any given plane, and
hence the foundational problem was shown to be apparent rather
than real.

A more lasting significance of the association of complex alge-
bra with a geometrical representation was that the latter, more
clearly than the former, invited extension. Complex algebra was a
self-contained field of mathematical practice; geometry, in contrast,
was by no means confined to the plane. The invitation, then, was to
extend the geometrical representation of complex number theory
from a two- to a three-dimensional space, and to somchow carry
along a three-place algebraic equivalent with it, thus maintaining
the association already constructed in two dimensions. On the one
hand, this extension could be attempted in a spirit of play, just to
see what could be achieved. On the other hand, there was a promise
of utility. The hope was to construct an algebraic replica of transfor-
mations of line segments in three-dimensional space and thus to
develop a new and possibly useful algebraic system appropriate to
calculations in three-dimensional geometry (Crowe 1985, 5-12},

re® is just the location of the end of a line segment in the plane of length r at angle 8
to the x axis, written in polar coordinates. The product of two arbitrary complex
numbers can thus be written as rine® **, which in the geometrical representation
stands for the location of the end of 2 line segment having a length which is the
product of the lengths of the lines to be multiplied {part 2 of the rule} and making an
angle with the x axis equal to the sum of angles made by the lines to be multiplied
[part B).
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“to connect, in some new and useful {or at least interesting}] way
calculation with geometry, through some extension [of the associa-
tion achieved in two dimensions), to space of three dimengions,” as
Hamilton put it {Hamilton 1967, 135}.8

Hamilton was involved in the development of complex algebra
from the late 1820s onward. He worked both on the foundational
problems just discussed (developing his own approach to them via
his “Science of Pure Time” and a system of “couples” rather than
through geometry] and on the extension of complex numbers from
two- to three-place systems, or “triplets,” as he called them. His
attempts to construct triplet systems in the 1830s were many and
various {we hope to publish a fuller account of them in due course},
but Hamilton regarded them all as failures {Hamilton 1967, 3~100,
117-42; Hankins 1980, 245-301; Pycior 1976, chaps. 3—6}. Then
in 1843, after a period of work on other topics, he returned to
the challenge once more. Yet again he failed to achieve his goal, but
this time he did not come away empty-handed. Instead of construct-
ing a three-place or three-dimensional system, he quickly arrived at
the four-place quaternion system that he regarded as his greatest
mathematical achievement and to which he devoted the remainder
of his life’s work. This is the passage of practice that we intend to
analyze.

Constructing Quaternions

On 16 October 1843, Hamilton set down in a notebook his recollec-
tion of his path to quaternions. The entry begins { NBE, 103}:

I, this morning, was led to what seems to me a theory of quaternions,
which may have interesting developments. Couples being supposed
known, and known to be representable by points in a plane, so that
V-1 is perpendicular to 1, it is natural to conceive that there may be
another sort of V' —1, perpendicular to the plane itself. Let this new

8. The perceived need for an algebraic system that could represent elements and
operations in three-dimensional space more perspicuously than existing systems is
discussed in Crowe 1985, 3—12. Though Hamilton wrote of his desire to connect
calculation with geometry some years after the event {the quotation is from the pref-
ace to his Lectures on Quaternions, published in 1853}, he recalled in the same pas-
sage that he was encouraged to persevere in the face of difficulties by his friend John
T. Graves, “who felt the wish, and formed the project, to surmount them in some
way, as early, or perhaps earlier than myself” {Hamilton 1853, 137]. Hamilton’s com-
mon interest with Graves in algebra dated back to the late 1820s {Hankins 1980,
chap. 17}, so there is no reason to doubt that this utilitarian interest did play a role in
Hamilton’s practice. See also O’Neill 1986.
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imaginary be j; so that 2 = —1, aswellas 2 = —1. Apointx, y, zin
space may suggest the triplet x + iy + jz

We can begin by immediately noting that a process of modeling was
constitutive of Hamilton’s practice. As is evident from these open-
ing sentences, he did not attempt to construct a three-place mathe-
matical system out of nothing. Instead he sought to move from the
known to the unknown, to find a creative extension of the two-place
systems already in existence. Of course, notions like “modeling”
and “creative extension’ are vague and imprecise, but in this in-
stance at least, we can begin to clarify what is entailed. In fact, Ham-
ilton was working in terms of two different models that we can
discuss in turmn.

In his reference to “points in a plane,” Hamilton first invokes
the geometrical representation of complex algebra, and the creative
extension that he considers is to move from thinking about line
segments in a plane to thinking about line segments in a three-
dimensional space. In so doing, we will say that he established a
bridgehead to a possible three-dimensional extension of complex ai-
gebra. As explained below, the significance of such a bridging opera-
tion is that it marks a particular destination for modeling; at the
moment we want to emphasize two points about bridging that we
suspect are general. First, however natural Hamilton's move from
the plane to three-dimensional space might seem here, it is impor-
tant to recognize that it was by no means forced upon him. In fact,
in his earlier attempts at triplet systems, Hamilton had proceeded
differently, often working first in terms of an algebraic model and
only toward the end of his calculations attempting to find geomet-
rical representations of his findings, representations which were
quite dissimilar to that with which he begins here {Hamilton 1967,
126-32).9 In this sense the act of fixing a bridgehead is, as we shall
say, an active or free move that serves to cut down the indefinite
openness of modeling. Qur second point follows from this. Such
free moves need to be seen as tentative and revisable trials that
carry with them no guarantee of success. Just as Hamilton’s earlier
choices of bridgeheads had, in his own estimation, led to failure, so

9. In such attempts the intention to preserve any useful association of algebra and
geometry does not seem to be present: Hamilton's principal intent was simply to
model the development of a three-place algebraic system on his existing two-place
system of couples. Because of the key role of association in our analysis, we should
note that attention to this concept illuminates even these principally algebraic at-
tempts. Hamilton found it necessary to transcribe parts of his development of couples
piecemeal, and the goal of reassembling [associating} the disparate parts of the system
that resulted again led to the emergence of resistance.
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might this one. His only way of assessing this particular choice was
to work with it and on it—to see what he could make of it. Similar
comments apply to the second model that structured Hamilton’s
practice. This was the standard algebraic formulation of complex
numbers, which he extended to a three-place system by moving
from the x + iy notation to x + iy + jz. This seems like another
natural move to make. But again, when set against Hamilton’s ear-
lier work on triplets, it is better seen as the establishment of a
bridgehead in a tentative free move.!?

One more remark before returning to Hamilton’s recollections.
We noted above that complex algebra and its geometrical represen-
tation were associated with one another in a relation of one-to-one
correspondence. An intent to preserve that association characterized
the passage of Hamilton’s practice presently under discussion. In the
passage just gquoted, he sets up a one-to-one correspondence between
the elements defined in his two bridging moves—between the alge-
braic notation x + iy + jz and suitably defined three-dimensional
line segments. In the passage that follows, he considers the possibil-
ity of preserving the same association of mathematical operations
in the two systems. This is where the analysis of modeling becomes
interesting and where the possibility of resistance in conceptual
practice becomes manifest. Hamilton’s notebook entry continues
{NBE, 103}

The square of this triplet [x + iv + jz|] is on the one hand x> — y» —
z2 + 2ixz + 2jxy + 2ijyz; such at least it seemed to me at first,
because I assumed ij = ji. On the other hand, if this is to represent
the third proportional to 1, 0, 0 and x, v, z, considered as indicators of
lines inamely the lines which end in the points having these coordi-
nates, while they begin at the origin} and if this third proportional be
supposed to have its length a third proportional to 1 and V/{x* + y? +
z2}, and its distance twice as far angularly remeoved from 1, 0, 0 as x,
¥, z; then its real part ought to be x> — y* — z? and its two imaginary
parts cught to have for coefficients 2xy and 2xz; thus the term 2ijyz
appeared de trop, and [ was led to assume at first ij = 0. However 1
saw that this difficulty would be removed by supposing that ji = —ij.

This passage requires some exegesis. Here Hamilton begins to
think about mathematical operations on the three-place elements
that his bridgeheads have defined, and in particular about the opera-

10. The foundational significance of Hamilton’s couples was that the symbaol i did
not appear in them and was therefore absent from the attempts at triplets discussed
in the previous note. A typical bridging move there was to go from couples written
as {a, b} to triplets written {a, b, c}.
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tion of multiplication, specialized initially to that of squaring an
arbitrary triplet. He works first in the purely algebraic representa-
tion, and if for clarity we write t = x + iy + jz, he finds:

2=x2— yr— 22 + 2ixy + 2jxz + 2ijyz. (13

This equation follows automatically from the laws of standard al-
gebra, coupled with the usual definition that 2 = —1 and the new
definition j2 = —1 that was part of Hamilton’s algebraic bridgehead.
In this instance, then, we see that the primitive notion of modeling
can be partly decomposed into two more transparent operations,
bridging and transcription, where the latter amounts to the copying
of an operation defined in the base-model—in this instance the rules
of algebraic multiplication—into the system set up by the bridge-
head. And this indeed is why we use the word “bridgehead”—it
defines a point to which attributes of the base model can be trans-
ferred, a destination for modeling, as we put it carlier. We can note
here that just as it is appropriate to think of fixing a bridgehead as a
free move, it is likewise appropriate to think of transcription as a
sequence of forced moves, a sequence of moves—resulting here in
equation {1}—that follow from what is already established concern-
ing the base model. One should not, of course, think of bridging and
transcription as totally independent operations: as mentioned ear-
lier, the point of the former is to make possible the latter. This is
what gives modeling its peculiar free-forced character that, as we
indicated, contains within itself the seeds of genuinely emergent
resistance.

We can discuss resistance shortly, but first we should note that
the decomposition of modeling into bridging and transcription is
only partial, Equation {1} still contains an undefined quantity—the
product ij—that appears in the last term of the right-hand side. This
was determined neither in Hamilton’s first free move nor in the
forced moves that followed. The emergence of such “gaps” is, we
believe, another general feature of the modeling process. These gaps
surface throughout Hamilton’s work on triplets, and one of his typi-
cal responses was what we call filling: the assignment of values to
undefined terms in further free moves.!! Hamilton could here, for
example, have simply assigned a value to the product ij and explored
where that led him through further forced moves. In this instance,
though, he proceeded differently.

The sentences that begin “On the other hand, if this is to rep-

11. See, for example, his development of rules for the multiplication of couples
{Hamilton 1967, 80-83].
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resent the third proportional,” refer to the operation of squaring a
triplet in the geometrical rather than the algebraic representation.
Considering a triplet as a line segment in space, Hamilton was al-
most in a position to transcribe into his new system the rules for
complex multiplication summarized earlier, but although not made
explicit in the passage, one problem remained. While the first rule
concerning the length of the product of lines remained unambiguous
in three-dimensional space, the second, concerning the orientation
of the product line, did not. Taken literally, it implied that the angle
made by the square of any triplet with the x axis was twice the angle
made by the triplet itself—"twice as far angularly removed from |,
0, 0 as x, v, z'—Dbut it in no way specified the orientation of the
product line in space. Here another gap arose in moving from two to
three dimensions, and in this instance, Hamilton responded with a
characteristic, if tacit, filling move. He further specified the rule for
multiplication of line segments in space by enforcing the new re-
quirement that the square of a triplet remain in the plane defined by
itself and the x axis {this is the only way in which we can obtain his
stated result for the square of a triplet in the geometrical represen-
tation]. As usual, this move seems natural enough, but the sense of
naturalness is easily shaken when taken in the context of Hamil-
ton’s prior practice: one of Hamilton’s earliest attempts at triplets,
for example, represented them as lines in three-dimensional space,
but multiplication was defined differently in that attempt.'? Be that
as it may, this particular filling move sufficed and was designed to
make possible a series of forced transcriptions from the two- to the
three-dimensional versions of complex algebra that enabled Hamil-
ton to compute the square of an arbitrary triplet. He found that the
“real part {of the corresponding line segment] ought to be x? — y2 —
z? and its two imaginary parts ought to have for coefficients 2xy and
2xz.” Or, returning this result to purely algebraic notation:!?

2= x* — y? - z2 4 Qixy + 2jxz. {2)

12. Hamilton {1967, 139—40) cites his notes of 1830 as containing an attempt at
constructing 4 geometrical system of triplets by denoting the end of a line segment
in spherical polar coordinates as x = rcos8, y = rsinfcosd, z = rsinfsind, and ex-
tending the rule of multiplication from two to three dimensions as r’ = 71/, 8 = 8
+ 8, ¢" = & + &', This addition rule for the angle & breaks the coplanarity require-
ment at issue.

13. One route to this result is to write the triplet ¢ in spherical polar notation.
According to the rule just stated, on squaring the length of the line segment goes
from r to 12, the angle § doubles, while the angle ¢ remains the same. Using the
standard relations to express ¢0s28 and sin24 in terms of cos$ and sing, we can then
return to the x, y, z notation and arrive at equation {2}.
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Now there is a simple difference between equations [1) and (2},
both of which represent the square of a triplet but calculated in dif-
ferent ways: the two equations are identical except that the prob-
lematic term 2ijyz of equation {1} is absent from equation {2). This,
of course, is just the kind of thing that Hamilton was looking for to
help him in defining the product ij, and we will examine the use he
made of it in a moment. First, it is time to talk about resistance. The
two base models that Hamilton took as his points of departure—
the algebraic and geometrical representations of complex numbers—
were associated in a one-to-one correspondence of elements and
operations. Here, however, we see that as so far extended by Hamil-
ton, the three-place systems had lost this association: the definition
of a square in the algebraic system (equation {1)] differed from that
computed via the geometrical representation {equation {2}). The as-
sociation of “calculation with geometry” that Hamilton wanted to
preserve had been broken; a resistance, as we call it, to the achieve-
ment of Hamilton’s goal had appeared. And as we have already sug-
gested, the precondition for the emergence of this resistance was the
intertwining of free and forced moves in the modeling process. Ham-
ilton’s free moves had determined the directions that his extensions
of algebra and geometry would take in the indefinitely open space of
modeling, but the forced moves intertwined with them had carried
those extensions along to the point at which they collided in equa-
tions {1} and {2. This, we believe, is how “the workings of the mind
lead the mind itself into problems.” We can now move from resis-
tance itself to a consideration of the dialectic of resistance and ac-
commodation in conceptual practice.

The resistance that Hamilton encountered in the disparity be-
tween equations {1} and (2} can be thought of as an instance of a
generalized version of the Duhem problem [Pickering 1986; Crowe
1990; Hacking chap. 2, this volume). Something had gone wrong
somewhere in the process of cultural extension—the pieces did not
fit together as he desired—but Hamilton had no principled way of
knowing where. What remained for him to do was to tinker with the
various extensions in question—with the various free moves he had
made, and thus with the sequences of forced moves that followed
from them—in the hope of getting around the resistance that had
arisen and achieving the desired association of algebra and geometry.
He was left, as we say, to seek some accommodation to resistance.
Two possible starts toward accommodation are indicated in the pas-
sage just quoted, both of which amounted to tinkering with Hamil-
ton’s algebraic bridgehead and both of which led directly to an
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equivalence between equations {1} and {2]. The most straightforward
accommodation was to set the product ij equal to zero.'* An alter-
native, less restrictive but more dramatic, and eventually more far-
reaching move also struck Hamilton as possible. It was to abandon
the assumption of commutation between i and the new square-root
of -1, 7.15 In ordinary algebra, this assumption—which is to say that
ab = ba—was routine. Hamilton entertained the possibility, in-
stead, that ij = —ji. This did not rule out the possibility that both
ij and ji were zero, but even without this being the case, it did guar-
antee that the problematic term 2ijyz of equation 1 vanished and
thus constituted a successful accommodation to the resistance that
had emerged at this stage.’s

Hamilton thus satisfied himself that he could maintain the asso-
ciation between his algebraic and geometrical three-place systems
by the assumption that i and j did not commute, at least as far as
the operation of squaring a triplet was concerned. His next move
was to consider a less-restrictive version of the general operation of
multiplication, working through, as above, the operation of multi-
plying two coplanar but otherwise arbitrary triplets. Again, he found
that the results of the calculation were the same in the algebraic and
geometrical representations as long as he assumed either ij = 0 or
ij = —ji {NBE, 103). Hamilton then moved on to consider the fully
general instance of multiplication in the new formalism, the multi-
plication of two arbitrary triplets (NBE, 103—4]. As before, he began
in the algebraic representation. Continuing to assume ij = —ji, he
wrote:

[a + ib + jelx + iy + jz) = ax — by — ¢z + Hay + bx)
+ flaz + cx) + iilbz — ¢yl (3]

14. The following day Hamilton described the idea of setting 77 = 0 as “odd and
uncomfortable” [LTG, 107). He offered no reasons for this description, and it is per-
haps best understood as written from the perspective of his subsequent achievement.
The quaternion system preserved the geometrical rule of multiplication that the
length of the product was the product of the lengths of the lines multiplied. Since in
the geometrical representation both 7 and j have unit length, the equation ij = 0
violates this rule. Here we have a possible example of the retrospective reconstruc-
tion of accounts in the rationalization of free moves.

15, Pycior {1976, 147] notes that Hamilton had been experimenting with noncom-
muting algebras as early as August 1842, though he then tried the relations i7 = j, /i
= i, Hankins {1980, 292} detects a possible influence of a meeting between Hamilton
and the German mathematician Gotthold Eisenstein in the summer of 1843.

16. If we multiply out the terms of equation {1), paying attention to the order of
factors, the coefficient of yz in the last term on the right-hand side becomes {77 + ji};
Hamilton's assumption makes this coefficient vanish.
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He then turned back to thinking about multiplication within the
geometrical representation. Here a further problem arose. Recall
that in thinking about the operation of squaring a triplet Hamilton
had found it necessary to make a filling free move, assuming that
the square lay in the plane of the original triplet and the x axis. This
filling move was sufficient to lead him through a series of forced
moves to the calculation of the product of two arbitrary but coplanar
triplets. But it was insufficient to define the orientation in space of
the product of two completely arbitrary triplets: in general, one
could not pass a plane through any two triplets and the x axis. Once
more, Hamilton could have attempted a filling move here, concoct-
ing some rule for the orientation of the product line in space, say,
and continuing to apply the sum rule for the angle made by the prod-
uct with the x axis. However, he followed a different strategy. In-
stead of attempting the transcription of the two rules that fully
specified multiplication in the standard geometrical representation
of complex algebra, he began to work only in terms of the first
rule—that the length of the product line segment should be the
product of the lengths of the line segments to be multiplied. Tran-
scribing this rule to three dimensions, and working for convenience
with squares of lengths, or “square moduli,” rather than lengths
themselves, from Pythagoras’ theorem he could write the square
modulus of the left-hand side of equation {3} as {a*> + b> + 2fix* +
y* + z*} [another forced move},'” Now he had to compute the square
of the length of the right-hand side. Here the obstacle to a straight-
forward application of Pythagoras’ theorem was the quantity ij again
appearing in the last term. If Hamilton assumed that ij = 0, the
theorem could be straightforwardly applied, and gave a value for the
square modulus of (ax — by — czP + {ay + bxP + (az + c¢x}> The
question now was whether these two expressions for the lengths of
the line segments appearing on the two sides of equation (3} were
equal. Hamilton multiplied them out and rearranged the expression
for the square modulus of the left-hand side and found that it in fact
differed from that on the right-hand side by a factor of (bz — cy].
Once again a resistance had arisen, now in thinking about the
product of two arbitrary triplets in, alternatively, the algebraic and
geometrical representations. Once more the two representations,
extended from two- to three-place systems, led to different results.
And once more Hamilton looked for some accommodation to this

17. According to Pythagoras’ theorem, the square modulus of a line segment is
simply the sum of the squares of the coordinates of its end points, meaning the coef-
ficients of 1, i, and j in algebraic notation.
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resistance, for some way of making the two notions of multiplica-
tion equivalent, as they were in two dimensions.

The new resistance was conditional on the assumption that jj =
0. The question, then, was whether some other assignment of ij
might succeed in balancing the moduli of the left- and right-hand
sides of equation {3}.18 And here Hamilton made a key observation.
The superfluous term in the square modulus of the left-hand side of
equation {3}, {(bz — c¢y[?, was the square of the coefficient of ij on the
right-hand side. The two computations of the square modulus could
thus be made to balance by assuming not that the product of i and §
vanished, but that it was some third quantity k, a “new imaginary”
{NBE, 104), different again from i and j, in such a way that Pythag-
oras’ theorem could be applied to it too.

The introduction of the new imaginary k, defined as the product
of 7 and j, thus constituted a further accommodation by Hamilton
to an emergent resistance in thinking about the preduct of two
arbitrary triplets in terms of the algebraic and geometrical repre-
sentations at once, and two aspects of this particular accommoda-
tion are worth emphasizing. First, it amounted to a drastic shift of
bridgehead in both systems of representation {recall that we stressed
the revisability of bridgeheads earlier]. More precisely, it consisted
in defining a new bridgehead leading from two-place representations
of complex algebra to not three- but four-place systems—the sys-
tems that Hamilton quickly called quaternions. Thus, within the
algebraic representation, the basic entities were extended from two
to four, from 1, i to 1, i, §, k, while within the geometrical represen-
tation, as Hamilton wrote the next day, “there dawned on me the
notion that we must admit, in some sense, a fourth dimension of
space’ {LTG, 108}—with the fourth dimension, of course, mapped
by the new k axis. At this point, then, Hamilton could still think of
a close association between his algebraic system of quaternions and
a four-dimensional geometrical representation. But, and this is our
second point, the association had somewhat changed its character
in moving from twe to four dimensions. While Hamilton had tran-
scribed the first rule of multiplication concerning the lengths of
products from two to four dimensions, he had not attempted to tran-
scribe the second part of the rule concerning the addition of angles.
To a degree, Hamilton had in fact lost contact with his original geo-
metrical base model at this point. Or, to put the same point in a way

18. Strictly speaking, this is too deterministic a formulation. The question really
was whether any amount of tinkering with bridgeheads, fillings, and so on could get
past this point without calling up this or another resistance.
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that is probably more perspicucus for thinking about conceptual
practice in general, he had in effect redescribed the geometric base
model in an impoverished form, taking the first part of the rule of
multiplication as definitive and discarding the second, and then
transcribed the base model under this redescription.®

Hamilton had still not completed the initial development of qua-
ternions. The quantity k? remained undefined at this stage, as did
the various products of 4, j, and k with one another, excepting that
given by his new bridgehead ij = k. Hamilton fixed the latter prod-
ucts by a combination of filling assumptions and forced moves fol-
lowing from relations already fixed [LTG, 108}:

I saw that we had probably ik = -7, because ik = fijand 2 = —1;
and that in like manner we might expect to find kj = 7jj = —i; from
which I thought it likely that ki = §, jk = i, because it scemed likely
that if ji = —1ij, we should have also ki = —jk, ik = —ki. And since
the order of these imaginaries is not indifferent, we cannot infer that
k* = ijijis +1, because 2 x 2= —1 x —1 = +1. It is more likely
that &2 = §jij = —iijj = — 1. And in fact this last assumption is nec-
essary, if we would conform the multiplication to the law of multipli-
cation of moduli.

Hamilton then checked to see whether the algebraie version of
quaternion multiplication under the above assumptions, including
k> = —1, led to results in accordance with the rule of multiplication
concerning preducts of lengths in the geometrical representation
{“the law of multiplication of moduli”}, and found that it did. Every-
thing in his quaternion system was thus now defined in such a way
that the laws of multiplication in both the algebraic and geometrical
ran without resistance into one another: through the move to four-
place systems, Hamilton had finally found a successtul accommo-
dation to the resistances that had stood in the way of his three-place
extensions. The outcome of this dialectic was the general rule for
quaternion multiplication (LTG, 108]:2¢

19. Similarly, in his earlier attempts to construct an algebraic system of triplets
modeled on his system of couples, in the face of resistances Hamilton abandoned the
principle of unique division {Hamilton 1967, 129-31). A richer instance of redescrip-
tion and transcription under redescription as a response to resistance in science is
discussed in Pickering 1990b. What becomes clear here is that the choice of descrip-
tion for transcription is itself another free move in modeling.

200. Hamilton's notation for an arbitrary quaternion was {a, b, ¢, d}. In the geo-
metrical representation, the coordinates of the end point of a line segment in four-
dimensional space are given here; in algebraic notation this same quaternion would
be writtent as a + ib + jc + kd.
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{a, b, c, df|a’, b', ¢’, d'} = {a", b", ", &"}, where

a' = aa’ — bb' — ¢’ — dd’,
b =ab' + ba' + cd - dc¢,
¢" =ac’ +ca +db - bd,
d" =ad + da’ + bc' — cb'.

With these algebraic equations, and the geometrical representa-
tion of them, Hamilton had in a sense achieved his goal of associat-
ing calculation with geometry, and we could therefore end our
analysis here. But before doing so, we want to emphasize that the
qualifier “in a sense” is significant here. It marks the fact that
what Hamilton had achieved was a local association of calculation
with geometry rather than a global one. He had constructed a one-
to-one correspondence between a particular algebraic system and
a particular geometric representation of that system, not an all-
purpose link between algebra and geometry considered as abstract,
all-encompassing entities. And this remark makes clear the fact that
one important aspect of Hamilton's achievement was to redefine,
partially at least, the cultural space of future mathematical and sci-
entific practice: more new associations remained to be made if qua-
ternions were ever to be “delocalized” and linked into the overall
flow of mathematical and scientific practice, requiring work that
would, importantly, have been inconceivable in advance of Hamil-
ton’s constriction of quaternions.

As it happens, from 1843 onward Hamilton devoted most of his
productive energies to this task, and both quaternions and the
principle of noncommutation they enshrined were taken up progres-
sively by many sections of the scientific and mathematical com-
munities [Hankins 1980, chap. 23; Crowe 1985, chaps. 4—7}. We will
mention some of these developments in the following section, but
for now we can discuss one last aspect of Hamilton’s practice that
can serve to highlight the locality of the association embodied in
quaternions.

Earlier we described Hamilton’s organizing aim as that of con-
necting calculation with geometry. And as just discussed, quater-
nions did serve to bring algebraic calculation to a geometry—to the
peculiar four-dimensional space mapped by 1, i, j, and k. Unfortu-
nately this was not the geometry for which calculation was desired.
The promise of triplet—not quaternion—systems had been that
they would bring algebra to bear upon the real three-dimensional
world of interest to mathematicians and physicists. In threading his
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way through the dialectic of resistance and accommodation, Ham-
ilton had, in effect, left that world behind. Or to put it another way,
his practice had, as so far described, served to displace resistance
rather than fully to accommodate to it. Technical resistances in the
development of three- and four-place mathematical systems had
been transmuted into a resistance between moving from Hamilton's
four-dimensional world to the three-dimensional world of interest:
it was not evident how the two worlds might be related to one an-
other. This was one of the first problems that Hamilton addressed
once he had arrived at his algebraic formulation of quaternions.

In his letter to John Graves dated 17 October 1843, Hamilton out-
lined a new geometrical interpretation of quaternions that served to
connect them back to the world of three dimensions. This new in-
terpretation was a straightforward but consequential redescription
of the earlier four-dimensional representation. Hamilton’s idea was
to think of an arbitrary quaternion {a, b, ¢, d} as the sum of two
parts; a real part, 4, which was a pure real number and had no geo-
metrical representation, and an imaginary part, the triplet, ib + jc
+ kd, which was to be represented geometrically as a line segment
in three-dimensional space. Having made this split, Hamilton was
then in a position to spell out rules for multiplication of the latter
line segments, which he summarized as follows [LTG, 110}):

Finally, we may always decompose the latter problem [the multi-
plication of two arbitrary triplets] into these two others; to multiply
two pure imaginaries which agree in direction, and to multiply two
which are at right angles with each other. In the first case, the product
is a pure negative, equal to the product of the lengths or moduli with
its sign changed. In the second case, the product is a pure imaginary
of which the length is the product of the lengths of the factors, and
which is perpendicular to both of them. The distinction between one
such perpendicular and its opposite may be made by the rule of rota-
tion [stated earlier|.

There seems to me to be something analogous to polarized inten-
sity in the pure imaginary part; and to unpolarized energy {indifferent
to direction) in the real part of a quaternion: and thus we have some
slight glimpse of a future Calculus of Polarities. This is certainly very
vague, but I hope that most of what I have said above is clear and
mathematical.

These strange rules for the multiplication of three-dimensional
line segments—in which the product of two lines might be, de-
pending upon their relative orientation, a number or another line
or some combination of the two—served to align quaternions with
mathematical and scientific practice concerned with the three-
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dimensional world. Nevertheless, the association of algebra with
geometry remained local. No contemporary physical theories, for
example, spoke of entities obeying Hamilton’s rules. It therefore
still remained to find out in practice whether quaternions could be
delocalized to the point at which they might become useful. With
hindsight one can pick out from the rules of multiplication a fore-
shadowing of modern vector analysis with its “dot” and “cross”
products, and in the references to “polarized intensity” and “un-
polarized energy” one can find a gesture toward electromagnetic
theory, where quaternions and vector analysis found their first im-
portant use. But as Hamilton wrote, unlike the mathematics of qua-
ternions this “slight glimpse of the future’” was, in 1843, “certainly
very vague.” It was only in the 1880s, after Hamilton’s death, that
Josiah Willard Gibbs and Qliver Heaviside laid out the fundamentals
of vector analysis, dismembering the quaternion system into more
useful parts in the process [Crowe 1985, chap. 5). This key moment
in the delocalization of quaternions was also the moment of their
deconstruction.

Objectivity, Relativity, and Historicity

This is as far as we can take our discussion of Hamilton's work on
quaternions. In conclusion, we want first to summarize the general
form of our analysis of conceptual practice and then to indicate how
it relates to other perspectives on science. Qur aim has been to show
that a framework already developed in the analysis of experimental
and sociotechnical practice can be usefully extended to conceptual
practice. Especially we have been concerned with the question of
how resistances can arise in practices which do not directly encoun-
ter the otherness of the material world or other people, with Simone
Weil’s question, “How can the workings of the mind lead the mind
itself into problems?” Qur answer has relied upon a decomposition
of the modeling process into a combination of free and forced
moves: bridging and filling, and transcription, respectively. The con-
stitutive intertwining of free and forced moves gives modeling a
double, active-passive, character, entailing a degree of surrender of
agency despite the free moves—choices—that are endemic to it.
The upshot of modeling sequences has therefore genuinely to be
found out in practice, as has whether intended associations can be
achieved through them. There is no reason to expect that particular
extensions of models, out of the indefinite number of possible exten-
sions, should issue in such associations, and failure to do so consti-
tutes the emergence of resistance in conceptual practice {as in other
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forms of practice]. Resistances, then, emerge “‘to a certain extent, by
chance”—free moves in the modeling process are genuine choices—
but at the same time with a certain necessity stemming from the
accompanying forced moves: “this happens whenever a definite
method meets its own limit.”

Having thus explored the origins of resistance in conceptual prac-
tice, we have also sought to exemplify there the practical dialectic
of resistance and accommodation, analyzing accommaodation as a
process of trial revision of prior free moves. As we have seen, such
revisions can bear upon bridging and filling moves and even upon
the descriptions of base models under which they are transcribed.
And finally, we have tried to show that the products of conceptual
practice—in this case quaternions—can be seen as the contingently
successful end points of such dialectics.

So much by way of summary. To grasp the implications of our
analysis, we find it useful to consider how it bears upon the tradi-
tional debate in science studies over the objectivity or relativity of
scientific knowledge {we continue to use “science’” as an umbrella
term covering mathematics as well). This part of the discussion has
to be tentative, since on the one hand, we cannot do justice here to
the nuances of established positions on objectivity and relativity,
and on the other, it proves necessary to move beyond the material
we have analyzed, from the level of individual practice to the so-
cial. OQur aim is to get bevond stereotypical understandings of sci-
ence in which objectivism and relativism figure as diametrically
opposed images of science and to show that if the reference of cer-
tain key terms is displaced toward practice, we can see that scien-
tific knowledge is at once both objective and relative to culture.
Further, we want to stress that our analysis of practice points at the
same time beyond relativism and toward the genuine historicity of
scientific knowledge. It follows from the double character of mod-
eling that knowledge is, on our construal, objective, relative, and
truly historical.

We begin with objectivity, a topic of central philosophical con-
cern. Reference to objectivity has traditionally been intended to ex-
press a conviction that scientific knowledge enjoys an independence
from its conditions of production and use. And one standard way of
trying to get at that independence is by reference to the existence of
objective—meaning shared and enduring—criteria or standards for
the evaluation of tentative knowledge claims.?! The connection be-

21. The philosophy of mathematics speaks, for example, of standards for evalu-
ating proofs. An alternative way of thinking about the objectivity of knowledge is in
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tween this way of thinking about objectivity and our account of
Hamilton's practice seems clear enough. The one-to-one association
of elements and operations that Hamilton aimed to preserve be-
tween algebra and geometry can certainly be thought of as a rela-
tively constant standard against which he and others could assess
the success or failure of his trials. But it is important to note that
we have offered no definitive account of what “association” in gen-
eral might mean; nor, we suspect, is such a definitive account pos-
sible.22 This is not to suggest that talk of standards is empty but
rather that instead of hovering above practice in some special realm,
standards should themselves be seen as situated and subject to
change in and through practice. Hamilton’s quaternions, on this
view, helped redefine what might count as a ““good” mathematical
system. However, it is relevant to note that in one respect at least,
Hamilton’s work redefined the criteria of good mathematics in a dis-
continuous fashion. As Hankins {1980, 301} puts it, “quaternions
were the gateway to modern algebra. The Principle of the Perma-
nence of Forms was shattered . . . and the road was open to a wide
variety of algebras that did not follow the rules of ordinary arith-
metic.”” The Principle of Permanence of Forms was the previously
accepted methodological principle that the operations of algebra
should be continuous with those of arithmetie, and Hamilton’s in-
troduction of noncommuting quantities both led to new and impor-
tant developments in algebra and violated this requirement. Thus
we seem to arrive at a radically situated view of mathematical stan-
dards: standards are themselves tied to the details of particular tech-
nical achievements. The similarity of this view with Feyerabend’s
{1975) position in the philosophy of science—that the scientific
method can itself change discontinuously in revolutionary technical
developments—is clear. And of course Feyerabend’s position is usu-

terms of the possible correspondence between theoretical terms or mathematical
structures and the worlds to which they refer [scientific realism, mathematical Pla-
tonism). Correspondence arguments typically have a retrospective character, con-
cerning themselves with long-run stabilities of knowledge; our analysis attempts to
understand practice as it happens and does not engage with such arguments at all.

22. Seen. I above. In mathematics the applicability of the one-to-one criterion of
association is evidently very limited. An initially plausible candidate for a more gen-
eral criterion is that new mathematical systems should be reducible to previously
established ones, But this criterion is not satisfied for the geometrical interpretation
of quaternions. Here three-dimensional space is spanned by Hamilton’s three imagi-
naries, 1, j, and k, and the real numbers have no geometrical interpretation. Thus
collapsing space to 2 plane leads not to the original complex plane spanned by 1 and
ibut to a plane spanned by two of the imaginaries.
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ally understood as relativistic. This line of thought, then, seems to
lead us away from objectivity into relativism, which is the next
topic we want to discuss. But first we want to note that although
the traditional notion of objectivity can be put under pressure by a
consideration of the developments in algebra surrounding Hamil-
ton’s work, a somewhat displaced sense of objectivity can be rescued
from our analysis.

Talk of enduring shared standards is surely intended to draw at-
tention, quite rightly, to the fact that the production of scientific
knowledge is not a matter of individual or collective whim. “Stan-
dards” can thus be thought of as a label for the otherness with which
scientists struggle in their work. And we have offered here an analy-
sis of such otherness in terms of the double active-passive character
of modeling and its bearing upon the dialectic of resistance and ac-
:ommodation. The thrust of our analysis is therefore to offer an al-
ternative articulation of the objectivity of scientific knowledge, an
articulation grounded in the {situated} otherness of technical prac-
tice rather than in the {unsituated] otherness of enduring standards.
If we are prepared to accept this shift in the site of objectivity toward
practice, it becomes possible to see scientific knowledge as being as
objective as could be.

Now for relativism. Relativism is traditionally thought of as the
enemy of objectivism, and the objectivity-relativity debate is tradi-
tionally staged whenever philosophy of science and the sociology of
scientific knowledge {SSK] meet {for a detailed working out of some
positions, see Hollis and Lukes 1982). The defence of objectivity is
one possible philosophical response to SSK’s claim that scientific
knowledge has to be understood as knowledge relative to a particu-
lar culture. We have argued that our analysis of practice can under-
write an appreciation of the objectivity of scientific knowledge, at
least in our displaced sense of the term; now we want to note that
it underwrites a certain relativism too. According to one canonical
formulation of SSK {chaps. 1 and &, this volume)}, scientific knowl-
edge is doubly relative to culture. On the one hand, new knowledge
is made out of old knowledge and is therefore relative to culture
understood as the field of resources in and from which it is made.
Qur analysis straightforwardly supports this idea. Modeling pro-
cesses chain new knowledges back to their origins. On the other
hand, SSK insists that knowledge production is further structured
by the social goals and interests of the relevant community, and here
we need to proceed carefully. It would not be misleading to see Ham-
ilton’s intended association between algebra and geometry as an in-
stantiation of, say, an instrumental interest in 2 mathematics useful
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in handling scientific and technical problems arising in a three-
dimensional world. But just as in the previous discussion of objec-
tivity, the question arises as to whether this interest should be
conceptualized in the abstract as an enduring attribute of the mathe-
matical and scientific community that hovers above and directs
practice. Better, it seems to us, to turn the instrumentality of SSK
back on itself and to see interests themselves as structured by the
cultural field of resources that provides the instruments for their
formulation and possible attainment. An advantage of this formu-
lation is that it foregrounds the fact that interests are situated and
can change in practice.? Thus, as noted earlier, as a model for future
practice Hamilton’s quaternion system transfigured the cultural
space in which an interest in connecting caleulation with geometry
could find meaning and expression. From one viewpoint, of course,
these remarks deepen the relativism of SSK. Even the enduring and
comforting explanatory principle of “interest” is here softened and
situated, From another viewpoint, however, an interesting connec-
tion is made back to the displaced notion of objectivity just dis-
cussed. The struggles with the otherness of resistance that we take
to be the hallmark of objectivity themselves structure the cultural
space in which interests are constructed and pursued.?

So we believe that our analysis of practice makes it possible to
get to grips at once with the objectivity and relativity of scientific
knowledge. To conclude, we want to note one way in which the
analysis points beyond both and toward a historicist understanding
of science {see also Pickering 1991, forthcoming]. Neither of the
stereotypical positions we have been discussing is conducive to an
appreciation of the truly historical conditioning of scientific and
mathematical knowledge. Each in its way appeals to some regular
principle which does {interests] or should {standards) transcend time
in the production of knowledge. We have no wish to deny that prac-
tice has a certain enduring regularity—our discussion of modeling,
association, resistance, and accommodation is intended to bring out

23. That interests are situated znd subject to change is acknowledged within SSK,
but the traditional point of SSK is to show how relatively enduring interests structure
particular acts of knowledge production and evaluation. S8K itself thus offers no ac-
count of the genesis and development of interests in practice.

24. We should mention here the second wing of SSK that emphasizes the role of
contingent negotiation in the production of knowledge {Collins 1985; see also Kuhn
1970 on revolutionary science; and Smith 1988 on “value” in literary theory). We
agree with the emphasis placed there on contingency, which we associate with our
notion of free moves [see below]. The relation between association, forced moves, and
resistance is not, however, brought out there, making it impossible to recover objec-
tivity along the lines suggested in the text.
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that regularity. But conversely, our analysis of the double character
of modeling serves at the same time to foreground the role of choice,
chance, and contingency in practice—in the free moves of bridging
and filling, in the emergence of resistance, and in the achievement
of association. These contingencies have no regular organizing prin-
ciple lying behind them—they are truly historical—and they are, we
believe, just as constitutive of the production of knowledge as the
regular forced moves with which they intertwine. It mattered, that
is, that Hamilton made the free moves that he did in trying to de-
velop his systems of triplets. Or at least, to offer a more guarded
formulation of the same point, some special argument is required to
show that in general such moves do not matter. We cannot see how
such an argument could be formulated within a real-time analysis
of practice, and we believe, therefore, that our analysis of practice
points to a genuine historicity of its products.>® But just to recall the
preceding paragraphs, what is at stake here is a culturally situated
historicity. Qur analysis of the intertwining of free and forced moves
argues that the contingencies of practice do not sever the links be-
tween present culture and what it is to become. Nor, on our con-
strual, does reference to contingency and situatedness deny the
objectivity of scientific and mathematical knowledge.?¢ Our claim

25. Two points can be clarified here. First, our argument is not that traditional
objectivist and relativist positions have to deny the historicity of knowledge; it is
rather that their focus upon perceived regularities leaves the contingencies of practice
unspoken and unthought. Second, we should note that in discussing Hamilton's un-
successful attempts at constructing triplet systems, historians often invoke later
mathematical existence proofs that appear to be relevant. Thus, for example, Hankins
{1980, 438 n. 2j reproduces the following guotation from the intreduction to vol. 3 of
Hamilton’s collected papers {Hamilton 1967, xvi): “Thirteen years after Hamilton’s
death G. Frobenius proved that there exist precisely three associative division alge-
bras over the reals, namely, the real numbers themselves, the complex mumbers and
the real quaternions.” Ore is tempted to conclude from such assertions that Hamil-
ton’s search for triplets was doomed in advance {or fated to arrive at quaternionsj and
that the historicity of his practice and its products is therefore only apparent. Against
this, we would remark that proofs like Frobenius’s are the products of sequences of
practices which remain to be examined. We can see no reason to expect that analysis
of these sequences would not point to the historicity of the proofs themselves. Note
also that these sequences were precipitated by Hamilton’s practice and by subsequent
work on triplets, quaternions, and other many-place systems, all of which served to
mark out what an “zssociative division algebra over the reals” might mean. Since
this concept was not available to Hamilton, he cannot have been looking for new
instances of it. On the defeasibility of “proof,” see Lakatos 1976 and Pinch 1977.

26. Our attempt to dissolve stereotypical oppositions between objectivity, rela-
tivity, and historicity has much in common with the projects of Lynch, Callon and
Latour, Woolgar, and Traweek tepresented in part 2 of this volume. The suspicion of
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for the analysis of practice is thus that through a displacement of
the key concepts of objectivity and interest, it can offer a unitary
understanding of aspects of scientific knowledge—its objectivity,
relativity, and historicity—that traditional discourses elide or op-
pose to one¢ another.

unsituated normative or explanatory concepts like criteria or interests that are held
somehow to structure practice from without does likewise.
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Crafting Science: Standardized Packages,
Boundary Objects, and “Translation”

Joan H. Fujimura

Post-Kuhnian sociology of science argues that nature is not directing
the construction of scientific knowledge. Post-Mertonian sociology
of science has focused on controversies in science and has taught us
that consensus is a rarity rather than the norm. Instead, scientific
work is heterogeneous in both method and substance. Many differ-
ent kinds of worlds are involved in constructing scientific knowl-
edge in numerous and diverse ways. The question then is, how are
scientific knowledge and technology constructed without nature
and consensus as frames? That is, how do these different worlds
with different methodological and substantive concerns succeed in
cooperating to produce new knowledge?

This paper focuses on two concepts which are useful for analyz-
ing how collective action is managed across social worlds to achieve
enough agreement at various times to get work done and to produce
relatively {and temporarily] stable “facts.”! These two concepts
were developed from two sets of studies where multiple social
worlds intersected and managed to work relatively successfully to-
gether. The important point is that both concepts attempt to keep
in the foreground the heterogeneous concerns of the different worlds
involved.2

I would like to thank Richard Burian, Adele Clarke, James Griesemer, Michael Lynch,
Andrew Pickering, Leigh Star, and Anselm Strauss for their comments on an earlier
version of this paper.

1. Stability as used here is constructed by social actors and is not assumed to
represent reality.

2. As a caveat, | do not assume that social worlds, e.g., disciplines, are stable
entities in nature or society. | agree with Keating et al. [in press), for example, that
disciplinary boundaries are also constructed and therefore can be destabilized. What
molecular biology is, for instance, has changed from its birth through its “molecu-
larization” of other realms of biclogical research and biological institutions. The
University of Californiz, Berkeley, has recently reorganized its many biological sub-
disciplines into two general “divisions,” “molecular and cell biclogy” and “integrated
biology,” in part because of the general molecularization of biology. Keating et al.’s
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One concept is what [ have called “standardized packages” [Fuji-
mura 1986, 1988). It consists of a scientific theory and a stan-
dardized set of technologies which is adopted by many members
of multiple social worlds to construct a new and at least tem-
porally stable definition of cancer as well as a thriving line of
cancer research. Another concept is Star and Griesemer’s {1989]
“boundary objects,” examples of which facilitated the coordination
of efforts of members of several different social worlds in building
the Museum of Vertebrate Zoology at the University of California,
Berkeley.

I begin with a brief analysis of the difference between the bound-
ary objects concept and the network building concept of Latour
(1987} and his colleagues. Although Star and Griesemer developed
their concept in response to the network model, their aim is slightly
different. While Latour is concerned more with fact stabilization,
Star and Griesemer focus on collective work across worlds with dif-
ferent viewpoints and agendas. The differences in foci are important.
The value of Star and Griesemer’s work is precisely their focus,
since the coordination and management of work across multiple and
divergent actors, social worlds, meanings, and uses in producing sci-
ence is often invisible in both scientific and social studies of science
texts. However, because boundary objects are more easily recon-
structed in different local situations to fit local needs, they are
equally disadvantageous for establishing the kind of “stabilization”
of allies behind “facts” which Latour discusses.

[ argue that “standardized packages” is a concept which handles
both collective work across divergent social worlds and fact stabili-
zation. A package differs from boundary objects in that it is used by
researchers to define a conceptual and technical work space which
is less abstract, less ill-structured, less ambiguous, and less amor-
phous. It is a gray box which combines several boundary objects [in
this case, genes, cancer, and cancer genes in proto-oncogene theory]
with standardized methods (in this case, recombinant DNA tech-
nologies, probes, sequence information) in ways which further re-
strict and define each. Such codefinition and corestriction narrows
the range of possible actions and practices but does not entirely de-
fine them. Thus, using a package allows for a greater degree of fact

[1991,5} view of disciplines as “dynamic, shifting stakes and not as purely static in-
stitutions” is similar to the definition of Strauss and colleagues (Bucher and Strauss
1961; Strauss 1978; Strauss et al. 1964} of social worlds as “negotiated orders.” In-
deed, social worlds is defined as "activities and processes.”
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stabilization than using boundary objects. Simultaneously, how-
ever, standardized packages are also similar to boundary objects
in that they facilitate interactions and cooperative work between
social worlds and increase their opportunities for being transferred
into, and enrolling members of, other worlds. They serve as inter-
faces between multiple social worlds which facilitates the flow of re-
sources [concepts, skills, materials, techniques, instruments} among
multiple lines of work {Fujimura 1988). An interface is the means
by which interaction or communication is effected at the places
“where peoples meet” {Hughes 1971} or different social worlds in-
tersect; it is a means by which multiple intersections occur. I pre-
sent an example of a standardized package which facilitated the
crafting of similarities or homologies between laboratories and con-
tinuities between inscriptions and laboratories. The combination of
this well-crafted oncogene theory and standardized molecular ge-
netic technologies created a formidable package for further transla-
tions to produce a new and highly privileged genetic representation
of cancer.

Multiple Translations versus Machiavellian Actors:
Collective Work versus Fact Stabilization

Laboratory studies have provided us with understandings of the bri-
colage, tinkering, discourse, tacit knowledge, and situated actions
that build local understandmgs and agreements (Cambrosio and
Keating 1988; Collins 1985; Knorr Cetina 1981; Latour and Woolgar
1979; Lynch 1985; Pinch 1986).2 Although histories of science have
attended to the details of cross-situational studies of the construc-
tion of knowledge, sociologies of science have only recently begun
to examine the collective construction of knowledge by different
laboratories and especially by members of different social worlds
through negotiation, aligning, articulation, simplification, and tri-
angulation {Callon 1986; Clarke 1990; Fujimura 1988; Latour 1987,
Law 1986; Star 1989).

In this last category, Callon’s {1986}, Latour’s {1987), and Law’s
[1986) joint work proposes a compelling actor-network approach
where actors’ “interests” are “translated” in order to enroll them.*
However, especially Latour’s presentation of this approach has been

3. While they are not laboratory studies per se, Lave 1988 and Suchman 1987 also
belong to this category of studies of local practice.
4. See also Callon and Latour 1981, Callon and Law 1982.
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criticized as too Machiavellian a view in which scientific entrepre-
neur-generals go about waging war to conquer and discipline new
allies.5 The disagreement may be based on problems with termi-
nology, the availability of information, and Latour’s story-telling
perspective. For example, in The Pasteurization of France [1988),
Latour tells the story of Pasteur’s atterpt to spread his theory of
the microbe. While he also demonstrates that other actors enrolled
Pasteur’s microbe in their efforts, Latour’s focus is primarily on
translations which facilitated Pasteur’s network building.

In a recent paper Star and Griesemer {1989} shift the focus of
Latour’s model to the multiple translations present in scientific
work. They use an “ecological” approach framed in terms of under-
standing science as collective action from the viewpoints of all the
actors and worlds involved, and thereby avoid the preeminence of
any one actor. The ecological approach is based on views which
prevailed at the University of Chicago during the first half of the
twentieth century and became embedded in the pragmatist per-
spective in philosophy and the symbolic interactionist school in
sociology. It has only recently been used to study science.” The eco-
logical approach focuses on the multiple translation efforts through
which scientific knowledge is constructed by standing in several
positions in order to present multiple perspectives. All actors are
simultaneously attempting to interest others in their concerns
and objectives. The final [or temporary} outcomes of these efforts
are constructed through the processes of negotiation, articulation,
translation, triangulation, debating, and sometimes even coercion
through “administrative persuasion” by members of different social
worlds as actors attempt to install their “definitions of the situ-
ation” {Thomas and Znaniecki 1918; Hughes 1971} as the different
worlds intersect.

Despite their effort to demonstrate multiple translations, how-

5. This view was expressed by two of the three speakers at a special symposium
on Latour’s Science in Action held at the 1988 meeting of the Society for the Social
Studies of Science in Amsterdam. See Amsterdamska 1990. See Kondo 1990 for a nice
critique of Foucault’s use of violent, warlike terms for deconstructing the whole
subject.

6. Sce Callon {1986, 1987} and Latour {1988) for efforts to take the position of
nenhurnan actors in the network. See also chapter 10 for a critique of this effort and
Callon and Latour’s {chzp. 12} response to the critique.

7. For more discussion and examples of the ecalogical or social-worlds approach
to the study of science, see Clarke 1990, in press; Clarke and Fujimura, in press;
Fuiimura 1987, 1988; Fujimura et al. 1987; Gerson 1983; Star 1988a, 1989; and Vol-
berg 1983.
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ever, Star and Griesemer’s {1989, 390] case study is still hampered
by the same difficulties faced by Latour. That is, their approach is
also constrained by the availability of information and its associated
story-telling perspective. Their story is based primarily on archival
records, papers, and letters of Joseph Grinnell and Annie Alexander,
who respectively directed and organized and funded the building of
the Museum of Vertebrate Zoology at the University of California,
Berkeley. Whose story gets told depends on whose life is recorded in
more detail. Thus, their story is framed more in terms of the or-
ganizational and management work done by the two main charac-
ters in building the museum.

Star and Griesemer’s focus on the building of the museum also
distinguishes their work from Latour’s. While Latour focuses on
Pasteur’s strategies and negotiations among social worlds to stabilize
his theory of the microbe into “fact,” Star and Griesemer are con-
cerned with the problem of how members of different social worlds
manage to successfully cooperate, in this case, to build the museum
and to construct scientific representations despite their different
viewpoints and agendas. Cooperation, they argue, is necessary to
create common understandings, to ensure reliability across do-
mains, and to gather information which retains integrity across
time, space, and local contingencies. But it does not presuppose con-
sensus. The strength of Star and Griesemer’s paper lies in its focus
on the viewpoints and concerns of all the participants, as far as pos-
sible, involved in building the museum.

The various actors and their interests in Star and Griesemer’s study
included university administrators who were attempting to make
the University of California, Berkeley, into a legitimate, national-
class university; amateur collectors who wanted to collect and con-
serve California’s flora and fauna; professional trappers who wanted
skins and furs to earn money; farmers who served as occasional
field-workers; Annie Alexander, who was interested in conservation
and educational philanthropy; and Joseph Grinnell, who wanted to
demonstrate his theory that changing environments are the driving
forces behind natural selection, organismal adaptation, and the evo-
lution of species.

Star and Griesemer’s contribution to the problem of how mem-
bers of different social worlds interact is a new concept, boundary
objects. They argue that boundary objects facilitate the multiple
transactions needed {if we assume that nature is not directing the
show) to engineer agreements among multiple social worlds {Star
and Griesemer 1989, 393}.
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Boundary objects both inhabit several intersecting worlds . . . and sat-
isfy the informational requirements of each of them. Boundary objects
are objects which are both plastic enough to adapt to local needs and
constraints of the several parties employing them, yet robust enough
to maintain a common identity across sites. They are weakly struc-
tured in common use, and become strongly structured in individual-
site use. They have different meanings in different social worlds but
their structure is common enough to more than one world to make
them recognizable, a means of translation.

Star and Griesemer propose that boundary objects, along with
standardization of methods, were the means by which Joseph Grin-
nell and Annie Alexander managed the tension between heteroge-
neity and cooperation in their efforts to build the Museum of
Vertebrate Zoology. The specific boundary objects included the mu-
seum itself as a repository, ideal-type concepts like species and
diagrams, coincident boundaries like the outline of the state of Cali-
fornia, and standardized forms like the forms Grinnell developed for
trappers and amateur collectors to fill out when they obtained an
animal.

These boundary objects emerged through the processes of work
when the work of multiple groups coincided. They were not engi-
neered by one individual or group. Rather, Star and Griesemer’s
story tells us how Grinnell managed these objects in such a way as
to create the means for accomplishing the construetion of his mu-
seum and theory. Grinnell first reconstructed California as his
“laboratory in the field.” California, the boundary object, was of in-
terest to several of the participating groups. He then used this
laboratory to transform himself into a preserver and conserver of
California to gain support in the form of work and funding from
Annie Alexander and other conservationists. Using the collected
specimens and standardized information, he was able to construct
unique ecological theories of evolution. Grinnell thus was able to
coordinate the work of several different social worlds using several
boundary objects for which each group had a different meaning and
partial jurisdiction.

Moreover, the process of management became embedded in Grin-
nell’s theoretical constructions. “Grinnell’s managerial decisions
about the best way to translate the interests of all these disparate
worlds shaped [not only] the character of the institution he built,
but alse the content of his scientific claims’” {Star and Griesemer
1989, 392}. Griesemer {1990, 1991] argues elsewhere that the mu-
seum was Grinnell’s method and data base for demonstrating his
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theory. [t was the total museum with its ecological information that
he considered important for substantiating and instantiating his
theory. However, Griesemer argues that Grinnell concentrated more
on specifying a standardized methodology and failed to articulate
his broad theoretical views with the “methodological nitty-gritty.”
Rather than focusing on promoting and teaching his theory, he only
promoted and taught his standard methods of collecting for build-
ing his method and data representation. Grinnell concentrated his
efforts on standardizing his methods in order to get the precise
ecological information he needed, along with the specimens from
trappers, farmers, and amateur collectors. The end result was the
disappearance of his theoretical aims from contemporary biclogical
theory even as his careful methodology lives on. It required Griese-
mer’s careful study of the organization of the museum’s layout of
specimens and Grinnell’s papers in the early 1980s to reconstruct
and promote the theory embedded in the museum’s organization.

It should be clear by now that Star and Griesemer discuss the
collective work involved in the construction of museums, claims,
or theories, while Latour discusses the “hardening” of claims or
theories into “facts.” Grinnell used and constructed boundary ob-
jects like the “species’” concept and standardized methods and forms
to construct his theory qua museum. His museum, in turn, also
serves as a boundary object used by downstream users from differ-
ent social worlds for divergent purposes [e.g., by different scientists
with diverse theories, conservation groups, the university adminis-
tration). It is in the effort to harden his theory into fact that Grinnell
failed, and this is where the very ambiguity of boundary objects
which support joint organization of work across social worlds leads
to the transformation of the claim it supports. Since meanings are
not embodied in boundary objects, divergent uses, interpretations,
and reconstructions are likely. Thus, for example, Grinnell’s theory
was lost, while his museum and his standardized methods continue
to provide materials and methods for contemporary researchers.
Multiple interpretations and uses are not necessarily a bad thing,
especially for peaceful coexistence and theoretical and social change;
but they are problematic for theoretical entrepreneurs, unsuccessful
or successful, like Grinnell and Pasteur.

1 argue, then, that although boundary objects promote collective
action and coherence of information from different sites because
they are more easily reconstructed {re-represented) in different local
situations to fit local needs, they are equally disadvantageous for
establishing the kind of “stabilization” of allies behind ‘“facts”
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which Latour {1987] discusses.? That is, while boundary objects can
promote translation for the purpose of winning allies, they can also
allow others to resist translation and to construct other facts. They
have a wider margin of negotiation. Latour {1987, 2089} discusses
this issue in terms of the quandary of fact builders. “They have to
enrol so many others so that they participate in the continuing con-
struction of the fact . . ., but they also have to control each of these
people so that they pass the claim along without transforming it
either into some other claim or into someone else’s claim. . . [Ejach
of the potential helping hands, instead of being ‘conductor’ may act
in multifarious ways behaving as a ‘multi-conductor’: They have no
interest whatsoever in the claim, shunt it towards some unrelated
topic, turn it into an artefact, transform it into something else, drop
it altogether, attribute it to some other author, pass it along as it is,
confirm it, and so on.”

Latour focuses on translation efforts to stabilize facts, while Star
and Griesemer’s concept of elastic boundary objects promotes our
understanding of translation efforts in the management of collective
work across social worlds. The strength of the concept of boundary
object lies in its attention to multiple and divergent actors, social
worlds, meanings, and uses. Star and Griesemer argue that boundary
objects are often ill-structured, that is, inconsistent, ambiguous, and
even “illogical.” Yet they serve to accomplish the work to be done
as defined by the actors involved. Since the local viewpoints {“inter-
ests,” requirements, desires, languages, methods) of different groups
are usually not identical, rigid or strongly structured entities are less
likely to be able to absorb divergent instances and still maintain
internal coherence or robustness.

There are both difficulties and interesting new questions in Star
and Griesemer’s work. What is the meaning of “getting the work
done”? Whose work? Which work? For example, Grinnell succeeded
in getting one of his jobs done: he built 2 museum, still a going
concern. However, the museum {a boundary object} was and is used
by many actors constructing their theories of speciation, evolution,
and other things, while Grinnell’s own theory disappeared. How did
Grinnell’s and Alexander’s museum building affect the work of

8. Star and Griesemer’s discussion differs slightly from Pickering’s example of
constructing coherence, Pickering {1990) focuses on the practice of theory construc-
tion and experimentaticn in his study of coherence formationin Morpugo's research.
His concept is more similar to my concept of problem path {that is, the simultaneous
construction of problem and solution as an engoing process] {Fujimurz in prepara-
tion b}.
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farmers and trappers? How do abstract concepts like species differ
from standard forms? What are the differences between standardized
forms and standardized methods? Despite the difficulties, however,
the concept is valuable for its emphasis on the coordination and
management of work across worlds.

Standardized Packages, Collective Work
Across Worlds, and Fact Stabilization

I now want to focus on a more specific concept, standardized pack-
ages, which facilitates both collective work by members of different
social worlds and fact stabilization [Fujimura 1986, 1988). A pack-
age differs from a boundary object in that it defines a conceptual and
technical work space which is less abstract, more structured, less
ambiguous, and more concrete. It is a gray box which combines sev-
eral boundary objects {gene, cancer, oncogene or cancer gene} with
standardized methods (in this case, recombinant DNA technologies]
in ways which further restrict and define each object. Such codefi-
nition and corestriction narrow the range of possible actions and
practices, but also do not entirely define them. These properties of
a package allow for a greater degree of “fact {and skillj stahiliza-
tion” and less of the undermining which concerns Latour {1987,
208; 1990). Simultaneously, however, a standardized package is also
similar to a boundary object in that it facilitates interactions and
cooperative work between social worlds and increases its opportu-
nities for being transferred into, and enrolling, other worlds; it
serves therefore as an interface between multiple social worlds.
This combination of narrowed “work space” or range of possible
practices and cross-world bridge properties is what builds bandwag-
ons. I developed the concept of standardized packages in my effort
to understand why and how the molecular biclogical bandwagon in
cancer research developed {Fujimura 1986, 1988, in preparation. a).?
In my case the package consisted of a scientific theory and a stan-
dardized set of technologies which succeeded in enrolling many

9. A scientific bandwagon is a situation where large numbers of people, laborato-
ries, and organizations rapidly commit their resources to one approach to a problem.
Comparative studies would help to assess the significance of theory-method stan-
dardized packages in bandwagon development. They might point to other kinds of
packages or interfaces—Ifor example, problem and data representations, problem and
methods, methods and data representations, and other combinations of problem,
methods, data representations, and theory—as more significant in other bandwagons.
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members of multiple social worlds in constructing a new and at
least temporarily stable definition of cancer.

The molecular biology cancer research bandwagon represents a
major reorganization of commitments in cancer research and a ma-
jor change in the organization of work for scientists and organiza-
tions. My question was how members of so many different social
worlds come to agree to participate in or support molecular genetic
studies of cancer, and especially studies framed in terms of a single
theory of cancer. The cancer research arena previously had a host of
different definitions of cancer that were developed and used by mul-
tiple lines of basic research and medical practice. Why would scien-
tists and organizations with already-existing resource investments
in different lines of research reorganize their commitments to pur-
sue a new approach to understanding cancer? Why did they choose
to commit their resources to this particular new approach? How do
members of different social worlds come to practice a common ap-
proach to studying cancer? I proposed that the “translation’” and “/in-
terressement” of members of multiple social worlds was facilitated
by a standardized package of theory and methods, specifically the
proto-oncogene theory and recombinant DNA and other molecular
genetic technologies, which could be used to get work done by these
many worlds; for example, researchers in many different laborato-
ries could use it to construct and solve “doable” problems. I argued
that this theory and set of methods together were used to reorganize
the work yet maintain stability, integrity, and continuity in several
social worlds: in laboratories in many different biological subdiscip-
lines and medical specialties, science funding agencies {National
Cancer Institute, American Cancer Society], in the U.S. Congress,
in cancer research institutes, in university departments and admin-
istrations, and in biological supply organizations.

Indeed, the growth of the oncogene bandwagon was due to this
capacity for maintaining the integrity of the interests of the enrolled
worlds while simultaneously providing them with new tools for do-
ing their work. For scientists in other lines of research, the theory-
method package provided a theory and procedures for constructing
new doable problems and the introduction of new, “sexy,” recombi-
nant DNA techniques, to augment or replace their old, well-known
routines. At the same time, the oncogene theory did not challenge
the theories to which the researchers had made previous commit-
ments. Indeed, the new research provided them with ways of trian-
gulating, of providing new evidence using new methods to support
their earlier ideas. For funding organizations, it provided a2 means of
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justifying past investments whose legitimacy and productivity had
been questioned, a tool for organizing and marketing their new fund-
ing agenda, and new hope for solving and possibly curing the prob-
lem of this virulent dread disease to present to Congress. The
National Cancer Institute (NCI), for example, used this new re-
search to lobby Congress for increased appropriations.'® For Con-
gress, it provided its members with new hope to present to their
constituents. For private industry, it provided a new line of products
to produce and market in the then slow biotechnology business
{Johnson 1984]. For university administrators, it provided a means
and justification for reorganizing “old-fashioned” cancer research
institutes into what seemed to be more fashionable, “hot” molecu-
lar biclogy institutes.’’ In other words, the package gave many
different worlds ways of continuing their lines of work while simul-
taneously introducing novelty.

For downstream users, the package constituted conventionalized
ways of carrying out tasks {or standard operating procedures] which
allowed people in different lines of work to adopt and incorporate
them into their laboratories and ongoing enterprises more easily and
quickly. That is, it facilitated the flow of resources (concepts, skills,
materials, techniques, instruments} among multiple lines of work.
People in one line of research could rapidly and relatively easily
adopt resources from another line of research and come to practice
work in common. As such, it also served as an interface among dif-
ferent social worlds. An interface is the means by which interaction
or communication is effected at the places “where peoples meet” or
different social worlds intersect. It is the mechanism by which mul-
tiple intersections occur.

My argument was that the proto-oncogene theory was constructed
as an abstract notion, a hypothesis, using a2 new unit of analysis to
study and conceptualize cancer. This abstraction was general and
specific enough to allow researchers in many extant lines of research
to interpret the theory to fit their separate concerns all under the
rubric of oncogene research. Further, the theory relied on recombi-
nant DNA and other molecular biclogy technologies which by the
early 1980s were standardized and conventionalized enough to be

10. Interview with Vincent de Vita, former director of NCL

11. Interviews with respondents at the University of California, Berkeley, the
University of California, San Francisco, and with a former member of the Memorial
Sloan-Kettering Institute in New York. See also Boffey 1987 and Moss 1989 on Sloan-
Kettering’s more general shift in research from immunological to molecular biclogy
approaches to understanding cancer.
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portable from molecular biclogy laboratories to other biological
laboratories.!? This combination of the abstract, general oncogene
theory and the specific, standardized technologies converted the
novel idea inte a routine. That is, the combination allowed other
researchers with ongoing enterprises to locally concretize the ab-
straction in different practices to construct new problems; and the
routinization allowed the new idea to move to new sites and be in-
serted into existing routines with manageable reorganization.

Note that I do not regard the theory-method package as constitut-
ing a necessary connection. The coupling of the oncogene theory
and recombinant DNA with other molecular biology technologies
is constructed and not born in nature. The theory might in the fu-
ture continue to exist as an entity separate from these techniques or
coupled to another set of techniques. For example, the provirus
theory, which many tumor virologists consider the precursor to the
present proto-oncogene theory, was coupled with traditional viro-
logical techniques {e.g., Duesberg 1983, 1985). Similarly, the tech-
nologies are coupled with quite different theories in other lines of
biological research. I will discuss this issue further in the conclusion.

In the next section I discuss the construction of the oncogene
theory and its advantages for enrolling others in many different lines
of research with a single definition or representation of cancer as
one entity. This construction and its success at enrolling others are

12. While they were new and “hot,” recombinant DNA and other molecular ge-
netic technologies for manipulating DNA in eukaryotic organisms [including hu-
mans} were also, by 1980, standardized and therefore highly transportable. That is,
despite popular views of its state-of-the-art status, the protocols or requisite tasks
and procedures were conventionalized and routinized in cookbook recipes and in
ready-made materials and instruments. Standardized procedures reduce the ameount
of tacit knowledge, discretionary decision making, or trial-and-error procedures
needed to solve problems. That is, what is dore to what material for what reason or
purpose and with what outcome are zll built into the black box of transportable tech-
nologies. By the early 1980s, molecular biologists had transformed state-of-the-art
tools into routine tools z2nd made it possible for researchers in other biological spe-
cialties to be able to move these tools into their labs and for new rescarchers to
relatively easily gain sccess to the tools. However, as 1 argue elsewhere [Pujimura
1986, 1987}, articulation is never entirely eliminated even for black boxes. If we look
more closely at recombinant DNA techniques, as Jordan and Lynch have done, we
see that tacit knowledge has not disappeared from DNA manipulations. Even rela-
tively mundane techniques like plasmid preps (a basic prep technigque in recombinant
DNA technologies) involve much tacit or local knowledge, uncertainty, and dispute.
Nevertheless, novices can pick up basic plasmid prep techniques on their own from
manuals and short visits with experts and without lengthy apprenticeships in other
laboratories. The difference is one of degree.
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based on the use of component parts which can be called boundary
objects. Concepts such as “gene,” “cancer,’” and “‘cancer genes” in-
corporated in the oncogene theory allowed members of many social
worlds to adopt and adapt it while simultaneously maintaining the
integrity of their local projects. However, unlike boundary objects,
argue that the package fundamentally changed local practices in en-
rolled scientific laboratories in ways which extend and solidify
{*harden’} molecular genetic representations of cancer.

Crafting the Oncogene Theory

In this section, I will focus more on how and why the oncogene
theory was so successful at translating the interests of so many ac-
tors. I do not assume that the theory so closely mapped nature, so
closely mapped the way that genes actually cause cancer in nature,
that researchers, funding agency administrators, Congresspeople,
and private entrepreneurs were convinced of its validity. Instead the
plausibility and success of the oncogene theory are due to a great
deal of work and the use of several key concepts and techniques
which can reconcile multiple conflicting viewpoints which, in turn,
allow many different groups or social worlds to cooperate in using
the theory and techniques.

Scientific knowledge about cancer is constructed at the intersec-
tion of many different social worlds. There is no one world which
owns the problem or the solutions. The problem of cancer is distrib-
uted among different worlds, each with its own agenda, concerns,
responsibilities, and ways of working.

Clinicians frame their problems in terms of individual cases, in-
dividual patients, and standard operating procedures: how do we
best treat the person given present knowledge? Medical researchers
{in the fields of radiclogy, epidemiology, oncology, endocrinology,
neurclogy, and pathology} work with both patients and theoretical
abstractions which they construct using many cases distributed
through time and space. How many patients respond to this treat-
ment in which way? What can we say about initiation and progres-
sion of the disease when examining a number of patients over
time? Basic researchers (in the fields of genetics, virology, cell biol-
ogy, organismal biology, molecular biology, immunology, and neuro-
science} work with theoretical abstractions and material models.
How can we duplicate the cancer process in mice or cultured cells
in order to use it as a tool for studying the disease? What are the
origins of cancer? Among medical and basic researchers, the ques-
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tions can be broken down further. What is the role of the endocrine
system in causing, promoting, or retarding the initiation or growth
of the disease? What is the role of chemicals, of radiation, of viruses?
What are the molecular mechanisms for the initiation and progres-
sion of the disease at the levels of gene and cell? Epidemiologists
track the diseases as they appear in their different manifestations
{breast, liver, colon, lung, brain, cervix, prostate] across families, ra-
cial and ethnic groups, countries, parts of countries, etc. On the
other end of the scale, pathologists examine cells in culture taken
from tumor tissues.!s

The point here is that participants in many different worlds work
with cancer. While pathologists and physicians often interact, par-
ticipants in different cancer research worlds tend to go on with their
research with only cursory acknowledgment of events and research
outside their narrow lines of research. There has been a proliferation
of theories, methods of study, and treatments for the diseases, yield-
ing successful treatments for a few of the leukemias, but so far no
genuinely successful treatment or cure for solid tumors, Just looking
at the library shelves of books, at the scores of journals and articles
on cancer, can be daunting. While we have long assumed that there
is some central “thing” linking these multiple representations {defi-
nitions, theories, methods, treatments}, numerous attempts to “find”
this elusive common denominator have failed {Shimkin 1977}. Never-
theless, every so often there is a call for integration of the various
lines of work. Usually these calls are ignored, not out of malice, but
because of momentum and existing commitments to projects and
because of difficulties in integrating the different approaches. These
different worlds are working with different units of analysis, differ-
ent representations of data, different scales of time and space, and
different audiences.

QOccasionally, however, a line of research, an approach, or a theory
gains immense fame across the different worlds. Oncogene research
is one such example. How does one theory gain so many adherents?
I suggest several answers elsewhere {Fujimura 1986, 1988}, Here 1
want to focus on the role of boundary objects and standardized tools
in facilitating the translation of “oncogenes” from world to world to
produce a robust theory.

13. Many other participants—patients, health activists groups, hospices, hospi-
tals, alternative cancer treatment research, health insurance companies, etc.—are not
on this list. [ have not forgotten them but have limited my discussion here for lack
of time and space,
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Using boundary objects to re-represent cancer
and maintain plurality

Because of the multiple ownership of, and collective work on, the
problem of cancer, members of different social worlds have to suc-
cessfully cooperate to construct scientific representations despite
having different viewpoints on cancer. Yet as Star {1988b,9} argues,
compromise between multiple and sometimes conflicting under-
standings and ways of dealing with phenomena while maintaining
the integrity of each viewpoint is difficult to achieve. Compromise
usually tends to work against pluralism, where each viewpoint
maintains its own integrity. How can two entities {or objects or
nodes} with two different irreconcilable epistemologies cooperate!?

There are several complex answers to the question of ow coop-
eration is accomplished.’ 1 will present just two scenarios as my
partial answers. The first is a brief example of a relationship be-
tween three groups of cancer researchers which allowed two of them
to keep their work going through negotiation, nagging, and mutual
support, or what they call “politics.”” This example is about hands-
on work, about how researchers manage to gain the materials they
need to do their research. The second scenario portrays a set of ne-
gotiations around more abstract entities. ] will demonstrate that in
the crafting of the oncogene theory, researchers translate the con-
cerns of other lines of work. Boundary objects are critical elements
in both of the scenarios.

Scene 1: From operating room waste to
research material to research funding

In the first example, cells and cancer are concepts with different
meanings in different situations. “Norma QOakdale,” a cell biclogist,
studies the complexity of normal epithelial cells as they become or
do not become cancerons.’s One of her primary goals is to improve
early detection and successful treatment of human breast cancer.
QOalkdale’s work is based on the assumption that each individual or-
ganism’s cancer is different than any other. By growing cells of each
patient’s tumor in culture, she can then test different treatments
le.g., various chemotherapies, prepared antibodies, hormones, etc.]
in vitro and then determine the best treatment for each patient and

14. See Fujimura [1988, in prep. a} for a longer answer.
15. “Norma Oakdale” is a pseudonym, since the researcher chose to remain
znonymous. Quotation marks will not be used around her pseudonym hereafter.
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tumor before administering it in vivo. Qakdale and her colleagues
built an institute to conduct this research and test these ideas. They
located it next to a hospital in Oakland, California, where surgery
on both normal and cancerous breast tissue was performed.’® She
chose a hospital which was located near a residential community in
order to make it easier for the institute to obtain breast fluid secre-
tions from women on a regular, routine basis.’” Here I want to point
to the appearance of breast tissue cells and cancer in several different
worlds intersecting with the institute’s work.

Human epithelial cells {cells which form the membranous lining
tissues of the organism| are very difficult to grow in culture. “I grow
[normal breast cells] in tissue culture in the lab. I get a very small
sample from you, for example, and [ put it in the laboratory, and I
amplify it to a very large number. And I can then do biochemistry
on them. Now that took me thirty vears. I said it in one sentence,
but it took me thirty years to learn how to grow those cells in cul-
ture.” The few researchers who are successful at doing this all know
of each other. They constitute a very small club. In part to provide
a resource for her research and in part to support the institute,
Qakdale grows normal and cancerous epithelial cells in culture.
These cells are needed by other biological researchers for experi-
mental purposes and were supported for a long time by National
Institute of Health {NIH] grants in part because they were also nec-
essary for experiments carried out in much more visible research.
" In the late 1970s, across San Francisco Bay in a microbiological
laboratory at the University of California, San Francisco, Medical
Center, ]. Michael Bishop and Harold T. Varmus were doing research
which they decided required human epithelial cells grown in cul-
ture.’® Instead of taking the time to grow the cells themselves,
they chose to “buy” them from QOakdale’s laboratory. Bishop and
Varmus’s laboratory did not have the time and patience, but it did
have the influence to support the work done elsewhere.

It’s a lot of politics, just simple politics and people interaction [to get
funded by NIH]. Now, see, I've been funded to do something very fun-
damental and basic, and perhaps not very exciting, because Bishop and
Varmus like to call me up on the phone and say, “I need cells of such-

16. Surgeons refer to normal tissue removal as reduction mammoplasty.

17. Epithelial cells are also available through lactation {breast milk} and nipple
aspirations, i.e., from breast fluid secreted by normal, nonlactating women.

18. Bishop and Varmus were awarded the Nobel Prize in Physiology or Medicine
in 1989 for their research on oncogenes.
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and-such. Where can I get them?” Or, “Do you have them?” Qr, “Will
you make them for me?” And they like to have a resource like that.
So my kind of work is in their interest to see that it’s done. So they’ll
support it. [A]t some time, they need to take DNA from human cells.
We've already done it on a small scale with them.

To Qakdale and her colleagues, both cancerous and normal breast
tissue cells are the objects of study. Cancer cells are “cancer” in
their work. I do not suggest that these researchers believe that can-
cer cells are equivalent to cancer in the organism. I do suggest that
their representations of “cancer” are constructed from their work
on cancer cells and not on cancer as experienced by organisms. To
Bishop and Varmus, human cells are primarily sources of the valu-
able DNA {normal and transforming} with which they work and are
sometimes used as testing grounds for the transformative {cancer-
causing! properties of their DNA. Since human epithelial cells are
so difficult to grow, QOakdale’s cells have been transformed into
sources of funds through Bishop and Varmus.

Growing human epithelial cells also requires interactions with
doctors in order to obtain the human source tissues. Getting the
“fresh” human tissue needed to grow epithelial cells is a difficult
task for a number of reasons. Human tissue means different things
to physicians and pathologists. Normal breast tissue is material to
be routinely discarded in a bucket of formalin, which kills the cells.
It is waste. Breast tissue diagnosed as cancerous is viewed as mate-
rial for further analysis by pathologists, and otherwise as waste and
as the disease cut away from the patient. Tissue is also sometimes
regarded as a legal threat in the hands of others. For all these reasons,
surgeons, operating room staffs, and pathologists need to be per-
suaded to provide the tissue.

For example, besides having “ego’ difficulties, physicians and
pathologists fear that researchers will find something they have
missed and will subject them to malpractice suits.

The major one is that the clinicians won't cooperate, . . Ego, primar-
ily. [The pathologists] take a little piece [of tissue], and then they
throw the rest away. When a breast is taken off, for example, a pa-
thologist will take samples from various places—little tiny samples—
and then he throws the rest away. Even though I'm sitting here dying
to have it. And other research scientists as well. And if you went to
the woman who gave up her breast, and you asked her for it, she’d say,
“"Gee, I don’t need it anymore! If you can use it and if it can be of some
use to the world, have it with my blessing!” I've never had a patient
turn me down. But I've had doctor after doctor after doctor. They're
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afraid. Theyre afraid I will find something that they missed. And
they'll be sued. It’s money. Basically money. And ego. They do not
want you to suggest in any way that they missed something.

In order to overcome the legal concerns, Oakdale argued that her
research on the cells could lead to better treatments and early detec-
tion of cancer, which would increase the cancer survival rate. Yet
even if malpractice threats are defused, retraining surgeons and op-
erating room staff out of old habits is another problem to be over-
come. “Operating rooms and teams in operating rooms develop
habits. Over the last thirty years, what they've always done with
tissue is take it out, throw it in a bucket of formalin, a fixative. And
once they’ve done that, it’s finished as far as research is concerned.
So that the difference in getting an operating room team to have an
empty bucket or a bucket full of formalin is retraining, and that’s
hard to do . . . Formalin . . . inactivates—it denatures the protein. So
that’s a real hard problem—retraining.”

Finally, while this might seem to Oakdale to be a bad habit, to
physicians and surgeons it seems to be a good habit. They are not
researchers. To them residual tissue is all so much waste. Retrain-
ing them to take the researcher’s point of view is something that
Qakdale and her colleagues, despite great effort, have not vet man-
aged on a permanent basis. It still remains a daily task.

Clinicians do not understand research, and how repetitive it is. So
they’ll say, “Well, I gave you one of those tumors two years ago, what
did you do with that?” They don’t understand that you need to lock
at them over and over and over again. So they {give it to me] once, they
think that’s all they need to do. So you have to tell them every single
day. I get the OR [operating room] report here, [look at it, [ know what
[surgeries] they’re doing in their operating room, and I have to call
them. Every single time. I've been doing that for eight years. And if 1
miss one, if 'm busy and I miss one, and they dump it down the drain,
they say, “Oh I didn’t realize you were still collecting tumorst” . . . It's
frustrating, I'll tell you.

I have to have a staff that does nothing but collect specimens, Re-
minds people, goes and gets them, processes them. [ have a liquid ni-
trogen bank. I can freeze and store and reconstitute cells in liquid
nitrogen. So [ have a liquid nitrogen bank here that is a unique re-
source in all the world.

Thus, tissue usually thrown into buckets of formalin becomes
material for research in Oakdale’s institute and in Bishop and
Varmus’s experimental research on oncogenes. At the same time,
through Bishop and Varmus’s support, tissues also turn into money,
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research funds for Oakdale’s institute. These transformations {or
translations} require careful, patient, and time-consuming manage-
ment on the part of Oakdale and her colleagues.

To summarize, “cells” and “cancer” are sometimes different things
to doctors, operating-room staff, patients, breast cancer cell biolo-
gists, and oncogene researchers. Yet they are similar enough to allow
Qakdale and her colleagues to translate others’ concerns in order to
satisty their research requirements. In order for Qakdale to do her
research, she needed to coordinate her efforts with the work styles
and interests of these different groups. Since she did not have the
power to demand obedience, she had to persuade, cajole, badger, edu-
cate, and reciprocate with others to get them to act in her interest
to preserve and give her living breast tissue cells. We see. then that
surgeons, patients, oncologists and operating-rcom staff in hospi-
tals, and women in 2 community were indirect and invisible parti-
cipants in the construction of the oncogene theory through work
like Qakdale’s and the supply of research materials,’®

Scene 2: Crafting the oncogene theory using boundary objects

For the second scenario, I present the broader-scale crafting of the
oncogene theory with an emphasis on the use of boundary objects
in the processes of translation, triangulation, and re-representation.
The point I want to make here is that the oncogene theory uses a
package of boundary objects and standardized tools which make it
possible for different worlds to cooperate in constructing a robust
theory. Boundary objects in this case include concepts like genes,
cancer, cancer genes, viral genes, cells, tumors, development, and
evolution, which are quite plastic terms and often have different
meanings for the various groups. The theory also relies on data
bases of sequences which are standardized tools. Data bases allow
different lines of research to share information on gene and protein
sequences. These sequences allow different lines of research on evo-
lution, cancer, and normal growth and development to interact in
ways that had not been previously possible.

Oncogene theorists, including the aforementioned J. Michael
Bishop and Harold T. Varmus, working in the late 1970s in a micro-

19. Since the time of the original interview, the National Cancer Institute has
made some effort to assist accrual of specimens through legislation to protect human
subjects in experimental research and through establishing regional collection net-
works. However, recent legal suits for property rights over commercial products con-
structed from tissue taken from patients have further complicated the acquisition of
research materials.
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bivlogy laboratory at the University of California, San Francisco,
Medical Center, drew on boundary objects and standardized tools to
construct a theory which mapped onto the intellectual problems of
many different scientific social worlds. For some translations {of car-
cinogenesis, etc.), they recrafted existing lines of research using a
new unit of analysis. For other translations {of developmental biol-
ogy—normal growth and development], they constructed equiva-
lences between previously unequivalent units of analysis. For yet
other translations {such as of viral encology], they constructed con-
tinuities through time and space while introducing novelty into the
scheme.

By using the concepts of genes, cancer, cancer genes, viral genes,
cells, tumors, development, and evolution and standardized tools,
especially data bases of sequence information, oncogene theorists
succeeded in constructing working relationships with biologists in
evolutionary bioclogy and population genetics, medical genetics, tu-
mor virology, molecular biology, cell biology, developmental biol-
ogy, and carcinogenesis. The concepts were used quite loosely to
allow for both variability among worlds and specificity within work
sites, while the tools were used very specifically. It is this combina-
tion that allowed researchers in several fields of biology to draw on
each other’s work to support and extend their own lines of research
and to harden their theory into fact. I will sketch a few of these
interactions, which in turn show how important this combination
of ambiguous concepts and specific, standardized tools were to the
development of a stable oncogene theory and to the development of
the bandwagon in oncogene rescarch.

Between tumor virology and evolutionary
biology: Proto-oncogenes

During the 1960s and early 1970s, tumor virologists extended their
research on viral oncogenes to develop the concept of normal cellu-
lar genes as causes of human cancers by borrowing and using the
concept of gene conservation from evolutionary biology. Tumor vi-
rologists reported that they had found specific “cancer” genes in the
viruses which transformed cultured cells and caused tumors in labo-
ratory animals. This experimental work was done using traditional
virology and molecular biology methods to investigate RNA tumor
viruses.? As more researchers joined in this line of research and

26. RNA tumor vinuses are retroviruses which have genes constituted of RNA
sequences rather than DNA. They replicate by producing a strand of DNA sequences
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explored other viruses, they reported discoveries of more viral onco-
genes. These viral oncogenes, however, caused cancer only in vitro
and in laboratory animals. No naturally occurring tumors in animal
and human populations were credited to viral oncogenes.2!

In 1976 J. Michael Bishop, Harold T. Varmus, and their colleagues
at the University of California, San Francisco, announced that they
had found a normal cellular gene sequence in various normal cells
of several avian species which was very similar in structure to the
chicken viral oncogene, called src {Stehelin et al. 1976). Two years
later, after constructing a probe for their viral oncogene, they reported
that they had also discovered DNA sequences related to the src viral
oncogene in the DNA of normal cells in many different vertebrate
species from fish to primates, including humans {Spector et al.
1978}.22 Bishop and Varmus and their collaborators suggested that
the viral gene causing cancer in animals was transduced from nor-
mal cellular genes by the virus; that is, the virus took part of the
cellular gene and made it part of its own genetic structure. Based on
their research and that of others, Bishop and Varmus speculated that
some qualitative alteration {through point mutation, amplification,
chromosomal translocation} of this normal cellular gene may play
an important role as a cause of human cancer.?? Before this theory,
human cancer research and viral oncogene research had been en-

through the activities of an enzyme called reverse transcriptase. See Studer and Chu-
bin 1980 and Watson, et al. 1987.

21. However, researchers did report suspected links between some human cancers
and retroviruses. See especially Gallo 1986.

22. Molecular biologists claim that since a gene is constructed of a specific se-
quence of nucleotide bases along a continuous strand of DNA, simply locating a
particular gene of interest is akin to searching for the proverbial needle in a haystack.
The human genome, divided into twenty-three paired DNA molecules, for example,
is very long and complex. [t contains three billion nucleotide base pairs [constituting
perhaps fifty to one hundred thousand genes]. The genome of a frog is even longer.
Even the viral genome is long; for example, the DNA of the SV40 monkey tumor
virus consists of 5,243 nucleotide base pairs. Molecular biclogists argue that con-
structing DNA probes is one way of locating homologous genes. A probe is a syntheti-
cally constructed strand of DNA, called an oligonucleotide. In 1978 probes were still
relatively difficult to construct. In 1990 mest probes were constructed by automated
DNA synthesizers. The procedure is routine. See below for more discussion of probes.

23. The proto-oncogene theory in 1990 included the concept of antioncogenes [or
tumeor suppressor genes) introduced by Robert Weinberg (see below). Inactivation of
these antioncogenes is another proposed mechanism by which normal genes can be-
come cancer-causing genes. In addition, by 1990 a total of nearly thirty possible proto-
oncogenes had been reported in the literature. [ discuss the early origins of the theory
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tirely orthogonal to each other, despite decades of efforts to link vi-
ruses to human cancer.

These speculations were based in part on an earlier theory, the
oncogene hypothesis of Huebner and Todaro {1969] and on accumu-
lated research reports about the structures and mechanisms of viral
oncogenesis. The difference between the earlier theory and the Bishop
and Varmus theory was Bishop’s and Varmus’s conjecture that the
gene was originally part of the cell’s normal genome rather than a
viral gene implanted by viruses sometime in the organism’s evolu-
tionary history.

Bishop and Varmus’s proposal that the gene which caused normal
cells to become cancer cells was part of the cell’s normal genetic
endowment was based on arguments about “evolutionary logic.”
Since the gene was found in fish, which are evolutionarily quite an-
cient, the gene must have been conserved through half a billion
years of evolution. Their critics simultaneously based their criti-
cisms on the theory’s “evolutionary illogic.” Why would a cancer
gene be conserved through evolution? At the time, the announce-
ment of normal cellular genes homologous to a viral oncogene in
humans was greeted with some skepticism.

The first couple of years [after the discovery] were difficult. [Our find-
ings that viral oncogenes had homologous sequences in normal cel-
lular genes] were extended with some difficulty to a second and third
gene ..., and then it was rapidiy extended to all the rest [of the
twenty known viral oncogenes]. We had to overcome a bias in the
field. Our findings were first. . . Well, they were rationalized. It was
hard for us to come to grips with the idea that a gene carried by a
chicken virus that caused cancer was also in human beings. It didn’t
make sense. Why would we have cancer genes as part of our evolu-
tionary dowry! |Interview 7:7)

On the other hand, Bishop argues that their proposal was also
“evolutionarily logical.”

Qur first evidence that human beings had this gene, although it evo-
lutionarily looked just fine, there are a lot of biclogists who don't
really accept the evolutionary logic . . . So until the gene was isolated
from humans and shown to be the same as what we’d started with,

in this paper. See Fujimura {in preparation a} for a discussion of oncogene theory and
research as it was in 1990,
24. See Fujimura 1988, in preparation a; Studer and Chubin 1980.
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there was still some doubt. At the outset, there was a lot of skepticism
as to whether we had really found the same gene in human beings.
That's an anthropomorphism that amused me. Everyone was perfectly
happy that the gene was in chickens or even mice, but it wasn’t sup-
posed to be in humans. [ don’t know why. But there was a lot of resis-
tance to that. {Interview 7:8-9).

“Evolutionary logic” is used here to argue for and against their
findings. The conservation of cancer genes fails as evolutionary logic
to support their theory, while the location of gene sequences similar
to the viral oncogene in many different species points to the evolu-
tionary success of the gene sequence. The way out of this paradox
was normal growth and development.

Before discussing developmental biology, I want to point out that
Bishop and Varmus are here attempting to construct a two-way re-
lationship with evolutionary bielogy. They are not simply drawing
on evolutionary arguments. They are also attempting to inject their
theories, inscriptions, and materials into the wealth of research, de-
bates, and controversy in evolutionary biology.?

Transduction by retroviruses is the only tangible means by which ver-
tebrate genes have been mobilized and transferred from one animal to
another without the intervention of an experimentalist. How does
this transduction occur? What might its details tell us of the mecha-
nisms of recombination in vertebrate organisms? What does it reflect
of the potential plasticity of the eukaryotic genome? Can it transpose
genetic loci other than cellular oncogenes?! Has it figured in the
course of evolution! How large is its role in natural as opposed to
experimental carcinogenesis? These are ambitious questions, yet the
means to answer most of them appear to be at hand. {Bishop 1983,
347-48, emphasis addedjs

Links to developmental biology

Normal growth and development are research problems which form
the basis of developmental biology. This has been, and remains,

25. Evolutionary biology, and especially evolutionary genetics, is so embroiled in
debates that oncogene researchers may succeed in this effort to propose a role for
oncogenes in evolutionary biclogy. The units-of-selection debates so closely studied
by philoscophers of science are just one indication of the lack of consensus about the
unit, levels, and processes by which selection and evolution occur. See, for example,
Lloyd 1988 and Brandon 1990 for an overview and analysis of the units-of selection
debates.

26. Other suggestions of oncogenes as a source of genetic variation and as an in-
dication of the course of evolution were made by Temin (1971, 1980} and by Walter
Gilbert’s research group [Schwartz et al. 1983}, respectively.
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an established and popular field of biological research. At the
time of Bishop and Varmus’s initial announcements, they proposed
that their “normal” proto-oncogene had something to do with
cell division. Later, as researchers in molecular biology and bio-
chemistry of normal growth and development began proposing the
existence of growth factor genes based on research on growth fac-
tor protein, Bishop and Varmus began to tie their work on onco-
genes both theoretically and concretely to concurrent studies on
growth factor proteins. For example, Michael Waterfield {Water-
field et al. 1983] of the Imperial Cancer Research Fund in London
reported that a partial sequence of platelet-derived growth factor
{(PDGF! was nearly identical to that deduced for the protein prod-
uct of the sis oncogene of simian sarcoma virus. In 1984, Water-
field’s laboratory reported that they had found that the epidermal
growth factor {EFG) receptor protein was identical to an onco-
gene’s {erbB) protein product studied by the Varmus and Bishop
group.

This link between normal growth factors and proto-oncogenes
provided an evolutionarily acceptable (logical} explanation for find-
ing that potentially cancer-causing genes were conserved through
time.

The logic of evolution would not permit the survival of solely noxious
genes. Powerful selective forces must have been at work to assure the
conservation of proto-oncogenes throughout the diversification of
metazoan phyla. Yet we know nothing of why these genes have been
conserved, only that they are expressed in a variety of tissues and at
various points during growth and development, that they are likely to
represent a diverse set of biochemical functions, and that they may
have all originated from one or a very few founder genes. Perhaps the
proteins these genes encode are components of an interdigitating net-
work that controls the growth of individual cells during the course of
differentiation. We are badly in need of genetic tools to approach these
issues, tocls that may be forthcoming from the discovery of proto-
oncogenes in Drosophila and nematodes. {Bishop 1983, 347-48; em-
phasis added]

And it took us a while to convince people that [these genes] might
have a different purpose in the normal body. And then finally that
perhaps they had a different purpose in the normal body, but it some-
thing went wrong with them, they would become cancer genes as they
were in the virus. {Interview 7:8}

Bishop expanded the number of research problems in his labora-
tory from one viral oncogene to studies of several viral oncogenes
and their related proto-oncogenes, and included questions regard-
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ing the normal functions of the proto-oncogenes in developmental
biology.

My laboratory doesn’t much resemble what it was ten years ago. ..
[How has it changed and why?] The work’s evolved in response to
progress in the field. You get one problem solved, and you move on to
something new that presents itself. A number of people in my labo-
ratory are explicitly interested in normal growth and development.
They're here because we believe that the cellular genes we study are
probably involved in normal growth and development. And I wasn't
studying cellular genes involved in normal growth and development
fifteen years ago. .. There is a conceptual and probably mechanistic
connection between cancer and development. But I'm not a develop-
mental biologist, and [ haven’t read seriously in the field. There are
people in my laboratory who will probably become developmental bi-
ologists as they fashion their own careers. {Interview 7: 19}

The links between viral and cellular oncogenes and developmental
biology were concretized in links between his laboratory and a Dro-
sophila genetics laboratory through a shared student.

I have a major collaberation with another member of the biochemistry
faculty here, a Drosophila geneticist, because we use genetic analysis
in Drosophila to try to see what the genes we study do in develop-
ment. And I'm not a geneticist, and he’s not a student of oncogenes,
so that’s a necessary collaboration. We have joint students between
us, several now. [[nterview 7:20-21}

By now, retroviruses and viral oncogenes are linked to the course
of evolution, Drosophila genetics, and normal growth and develop-
ment in developmental biology through proto-oncogenes. Here
again proto-oncogenes are the boundary object which facilitates the
translation of one group’s interests into the interests of other groups
and link laboratories in different lines of research into a single
network.

Mutual translation: molecular biological oncogenes
and tumor virological oncogenes

I discussed how tumor virologists used oncogenes to translate their
own interests into the interests of others. Here [ present an example
of mutual translation between viral oncogene researchers and a
group of molecular biclogists attempting to link their work to viral
oncogenes.

In 1978, soon after the Bishop and Varmus announcements, a
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few molecular biology laboratories began to study cancer using re-
combinant DNA technologics, especially gene transfer techniques,
and soon reported that they had found cancer genes similar to
Bishop and Varmus’s proto-oncogenes.” In one experiment research-
ers in Weinberg’s laboratory at the Whitehead Institute at the Mas-
sachusetts Institute of Technology first exposed “normal” mouse
cells to DNA from mouse cells that had been transformed by chemi-
cal carcinogens.” The outcome, as reported by the researchers, was
the transformation of the “normal” cells into cancer cells. They
{Weinberg 1983, 127A! concluded from the experimental outcomes
that “the information for being a tumor cell {was| transferred from
one [mammalian] cell to another by DNA molecuies.” These and
other research groups attempted other more sophisticated experi-
ments where they used human tumor DNA to transform normal
cells in culture. Using recombinant DNA technologies to devise a
new molecular cloning approach, these researchers reported that
they had finally isolated an oncogene which was the transforming
factor, independent of any epigenetic {or environmental] factors.
More significantly, this single gene was mutated at a single point.
Weinberg claimed that a single point mutation had caused the nor-
mal gene to become a cancer-causing gene.?

The successtul isolation of transforming DNA in three laboratories
by three different methods directly associated transforming activity
with discrete segments of DNA. No longer was it necessary to speak
vaguely of “transforming principles.” Each process of molecular clon-
ing had vielded a single DNA segment carrying a single gene with a
definable structure. These cloned genes had potent biological ac-
tivity. . . The transforming activity previously attributed to the tumor-
cell DNA as a whole could now be assigned to a single gene. It was an
oncogene: a cancer gene [Weinberg 1983, 130}

27. See Parada et al. 1982; Tabin et al. 1982; Land et al. 1983; and Goldfarb et al.
1982. See Angier 1988 for an account of research in Weinberg's and Wigler's
Iaboratories.

28. These “normal” cells, called NIH 3T3 cells, are somewhat ambiguous cells.
They are not entirely normal, since they have been passaged so many times in the
laboratory. That is, the original cells taken from normal mouse tissue in the early
1960s have by now adapted to the artificial conditions of cell cultures (plates of agar
filled with nutrients to feed them and antibiotics to prevent them from being infected
with bacterial and are no longer entirely normal. They are referred to as “immortal-
ized cells.”

29. Weinberg’s claims have since been toned down. Current views are that at least
two events, and perhaps up to eight events, are necessary to transform “truly normal”
cells into cancer cells. See Fujimura {in preparation a} for more details.
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Weinberg {1982, 136] argued that his transfected oncogenes were
of a class with the oncogenes reported by tumor virologists Bishop
and Varmus.

A second question concerns the relation of these oncogenes to those
which have been appropriated from the cellular genome by retrovi-
ruses and used to form chimeric viral-host genomes. The most well
known of these genes is the avian sarcoma virus src gene, the para-
digm of a class of more than a dozen separate cellular sequences. Do
these two classes of oncogenes, those from spontaneous tumers and
those affiliated with retroviruses, overlap with one another or do they
represent mutually exclusive sets?

Although the answer to this is not yet at hand, it will be forthcom-
ing, since many of the sequence probes required to address this gues-
tion are already in hand.

Weinberg {1982, 135) argued that while “the study of the molecular
biology of cancer has until recently been the domain of tumor viro-
logists,” it now was also the domain of molecular biologists. In
1983, he and his associates [Land et al. 1983, 391} claimed to have
confirmed this equivalence between these sets of oncogenes.

Two independent lines of work, each pursuing cellular oncogenes,
have converged over the last several years. Initially, the two research
areas confronted problems that were ostensibly unconnected. The
first focused on the mechanisms by which a variety of animal retro-
viruses were able to transform infected cells and induce tumors in
their own host species. The other, using procedures of gene transfer,
investigated the molecular mechanisms responsible for tumors of
nonviral origin, such as those human tumors traceable to chemical
causes. We now realize that common molecular determinants may
be responsible for tumors of both classes. These determinants, the
cellular oncogenes, constitute a functionally heterogeneous group of
genes, members of which may cooperate with one another in order to
achieve the transformation of cells. {emphasis added)

Bishop {1982, 92] supported Weinberg’s arguments.

Weinberg and Cooper have evidently found a way of transferring active
cancer genes from one cell to another. They have evidence that differ-
ent cancer genes are active in different types of tumors, and so it
seems likely that their approach should appreciably expand the rep-
ertory of cancer genes available for study. None of the cancer genes
uncovered to date by Weinberg and Cooper is identical with any
known oncogene. Yet is is clearly possible that there is only one large
family of cellular oncogenes. If that is so, the study of retroviruses and
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the procedures developed by Weinberg and Cooper should eventually
begin to draw common samples from that single pool.

To summarize, a few molecular biologists constructed an equiva-
lence between their cancer genes and the proto-oncogenes of tumor
virologists. They argued that their cancer genes were in the same
class of cancer genes reported by tumor virologists. This represen-
tation expanded the category of proto-oncogenes to include genes
which had been transformed by chemicals reported to be carcino-
gens in volumes of previous studies on cells, on whole organisms,
and especially on humans. The work in Weinberg’s laboratory links
carcinogenesis studies, human cancer, and oncogenes. This simul-
taneously provided a new link between Bishop and Varmus’s onco-
gene and carcinogenesis studies. As sets of researchers embraced one
another’s work, the concept of a normal gene causing cancer be-
comes more stable.

Re-representing cancer

By 1983 the new unified proto-oncogene theory of cancer had been
adopted into and used as the basis of research of investigation in
programs in several new and established lines of biological and bio-
medical research. The oncogene theorists constructed cancer genes
which they claimed mapped onto the intellectual problems of many
different scientific social worlds. They claimed that their cancer
genes accounted for findings in many other lines of cancer research
and represented a unified pathway to cancer in humans and other
higher organisms. If one looks closely at these alliances, however,
one sees that the mapping is quite heterogeneous. Links were con-
structed between evolution, developmental biology, and molecular
biclogy as well as between established lines of biomedical research
on cancer. These various links were patched together to present 4
coherent re-representation of cancer in molecular genetic terms.

For example, Weinberg [1983, 134} speculated broadly that the
proto-oncogene theory accounted for findings in many lines of can-
cer research. “What is most heartening is that the confluence of evi-
dence from a member of lines of research is beginning to make sense
of a disease that only five years ago seemed incomprehensible. The
recent findings at the level of the gene are consistent with earlier
insights into carcinogenesis based on epidemiological data and on
laboratory studies of transformation.”

Bishop (1982, 91] similarly linked Bishop and Varmus’s work to
cancer research in medical genetics and epidemiology. “Medical ge-
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neticists may have detected the effects of cancer genes years ago,
when they first identified families whose members inherit a predis-
position to some particular form of cancer. Now, it appears, tumor
virologists may have come on cancer genes directly in the form of
cellular oncogenes.”

In a volume entitled RNA Tumor Viruses, Oncogenes, Human
Cancer, and AIDS: On the Frontiers of Understanding, editors, Fur-
manski, Hager, and Rich {1985, xx}, also called for further links to
be made between oncogene research on causation and clinical prob-
lems in cancer research: “We must turn these same tools of mo-
lecular biology and tumor virology, so valuable in dissecting and
analyzing the causes of cancer, to the task of understanding other
equally critical aspects of the cancer problem: progression, hetero-
geneity, and the metastatic process. These are absolutely crucial to
our solving the clinical difficulties of cancer: detection, diagnosis,
and effective treatment.”

Cancer genes, however, do not in and of themselves mechanisti-
cally connect together the multiple viewpoints (approaches, theo-
ries, methods) mentioned above. Rather the oncogene theory is a
new representation of cancer, this time in terms of normal cellular
genes, the proto-oncogenes. The multitude of representations of
chemical carcinogenesis, radiation carcinogenesis, tumor progres-
sion, metastasis, and so forth are re-represented using a new unit
of analysis. They are locally re-represented in laboratories, re-
search protocols, and transforming cells in culture, and formally
re-represented in a new theory. While this new theory provides a
metaphoric tying together of the “nodes of the system,” the work is
done by many heterogeneous actors. Some of these re-representations
were facilitated by standardized tools such as probes and sequence
data bases, which eventually became part of the standardized pack-
age of proto-oncogene theory and molecular genetic technologies.

Using Standardized Tools to Maintain Continuity by Standardizing
the World inside and outside the Laboratory

Oncogene researchers went beyond speculation by reconstructing
their laboratory work to pursue some of the proposed problems, as
the above example of Bishop’s laboratory’s work on normal growth
and development shows. At the same time, researchers in other
lines of research took the opportunity to reconstruct work in their
laboratories to pursue some of the proposed problems. This re-
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construction introduced novelty into their laboratory’s work while
simultaneously maintaining continuity with previous and other on-
going research. That is, Bishop’s student was still working with
oncogenes, but now in the context of a different problem: normal
growth and development.

In another example, a senior biophysicist whose laboratory stud-
ied the effects of radiation on carcinogenesis {on transforming cells
in culture} similarly expanded his laboratory’s research by incorpo-
rating oncogene research to explore new levels of analysis. After
much excitement about the oncogene theories of carcinogenesis,
he sent his student to train in recombinant DINA techniques in a
nearby laboratory in order to study two problems: first, whether ra-
diation plaved a role in the mutating or transposing one or several
proto-oncogenes and, second, whether radiation damage to cells
made it easier for the viral oncogene to become integrated into the
normal cellular genome. In this example, radiation stayed constant,
while the experimental process and problem context changed from
manipulating cells to manipulating genes.

Reconstructing laboratories can, however, lead to deconstructing
theory. In order to shape these subsequent reconstructions and re-
representations, oncogene theorists attempted to standardize the
world. Standardizing the world outside one’s laboratory is one way
to maintain continuity in scientific constructions. The oncogene re-
searchers’ tools for standardizing the world include probes, data
bases, and sequences.

Probes are constructed strands of DNA, called oligonucleotides,
which researchers use to locate homologous gene sequences in
larger strands of DNA .2 In their efforts to allay the skepticism met
by their new theory and to win converts to it, Bishop and Varmus
distributed their probes for proto-oncogenes to other laboratories
and to suppliers, thus specifically facilitating replication of their re-
sults as well as further oncogene research in other laboratories by
providing standardized tools: “We’ve had so many requests for our
probes for [two cellular oncogenes] that we had one technician
working full-time on making and sending them out. So we finally
turned over the stocks to the American Type Culture Collection”
{Interview 19:3). Any researcher can call or write the ATCC to order
the probes at the cost of maintenance and shipping. These probes
are more than physical materials. They are constructed categories
which embody the specific work organizations of the laboratories in

30. See n. 22 for more details on probes.
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which they had been constructed. Exporting probes is one attempt
to standardize the world outside. With Bishop and Varmus’s probe,
researchers are more likely to find what Bishop and Varmus found
than if they constructed probes of their own.

Data bases allow different lines of research to share information
on gene and protein sequences. These sequences allow different
lines of research on evolution, cancer, and normal growth and devel-
opment to interact in ways that had not been previously possible.

Data bases are the computerized version of publications of se-
quence information. Before more efficient retrieval software was
constructed for accessing the computerized data bases, scientific
journals and books published sequence information related to par-
ticular topics. For example, some scientists served as “curators” for
book “repositories” by pulling together and publishing in one docu-
ment all of the published sequences on a specific research topic to
aid search-and-retrieval procedures. Computerized data bases and
new search-and-retrieval software increase the speed of work.! For
example, by searching through the data base, Michael Waterfield, a
technical expert on peptide mapping and amino acid sequencing,
constructed ties between the epidermal growth factor {(EFG) receptor
protein and the erbB viral oncogene’s protein product and between
platelet-derived growth factor (PDGF} and the protein product of the
sis oncogene of simian sarcoma virus. These earlier publications
and the new computerized data bases are repositories of information
which is coded in standardized forms in order that it can be used by
many different scientific worlds.

Centralized, systematic data bases hold DNA, RNA, and protein
amino acid sequence information—organized and annotated (for ex-
ample, by selected host organisms and by taxonomies of organ-
isms}—on many organisms, including humans. The major data
bases are located at the Los Alamos National Laboratory in the
United States and at the European Molecular Biology Laboratory
|EMBL} in Heidelberg, Germany. The American data base, called Ge-
netic Sequence Data Bank or GenBank, is funded by several NIH
agencies {including the National Cancer Institute/, the National Sci-
ence Foundation, the Department of Energy, and the Department of
Defense. GenBank and EMBL share the job of collecting sequence

31. Walter Gilbert, a molecular biologist at Harvard University, argues that these
data bases and software also change the quality of work. Indeed, he argues that they
are creating a paradigm shift in biology from an experimentally based discipline to a
theoretically based discipline.
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information and then pool their information. By 1987 GenBank con-
tained 13 million base pairs of total DNA sequence information and
1.9 million base pairs of human DNA sequence information, and
it has since rapidly expanded. Information in both data bases is
organized in standardized, computer-readable form (Office of Tech-
nology Assessment Report 1988). “Access to the data is through
distribution of magnetic tapes and floppy disks, direct computer-to-
computer and computer-to-terminal transfer over telephone lines,
and computational resources ... which provide access to both
sequence-data and sequence-analysis programs for the nation’s aca-
demic molecular biologists” {Friedland and Kedes 1985, 1172].%

The sequence data bases allow scientists a faster and more effi-
cient method for accessing information needed for experiments or
for interpreting experiments. Some of the kinds of analyses scien-
tists can perform using the data base system include translation
and location of potential protein coding regions; inter- and intrase-
quence homology searches; inter- and intrasequence dyad symmetry
searches; analysis of codon frequency, base composition, and dinu-
cleotide frequency; location of AT- or GC-rich regions; and mapping
of restriction enzyme sites.3 That is, for example, researchers put
their DNA, RNA, or amino acid sequence information into the com-
puter in order to seek homoloegies—other DNA, RNA, or amino acid
sequences which are homologous to theirs. Homologies are similar
sequences which are hypothesized to have a common ancestor at
some point in their evolutionary history isee Fujimura 1991b for a
discussion of homologies).

An oncogene researcher describes the speed and efficiency with
which two previously unrelated arcas of research {arteriosclerosis
and growth factors] were “found to be related” through the use of
computers and the sequence data bases.3 {Note that the epidermal
growth factor (EGF| receptor protein had earlier been reported to be
identical to the erbB oncogene’s protein product.)

32. For literature on sequence data bases, see Friedland and Kedes 1985, and Smith
1986.

33. See Friedland and Kedes 1985,1172-73, for concise descriptions of these
functions.

34. By streamlining the procedures and knowledge requirements for identifying
sequence homologies, the computerized sequence data bases allow scientists to pass
some of their tasks on to other lab members. In an academic oncogene laboratory, the
director had hired an undergraduate student to handle much of the computerized data
base work. The student did not have to know about the relevant journals, authors,
and articles in the research topic area in order to search for sequence homologies
using the computer.
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In fact, nobody has to read any more. . . [A]t least nobody has to read
[pages of sequence data in search of specific information], because the
computer’s changed the face of that aspect of science. . . . [Tlhe way
this is usually done is to take your sequence and plug it into the com-
puter and ask the computer to search a gene bank, a sequence bank,
for relationships. So just yesterday, for example, a fellow visiting here
... described some experiments . .. in which he was looking at the
receptor for low-density lipoproteins. This is a receptor which is re-
quired to clear the blood of cholesterol. People who lack this receptor
develop arteriosclerosis and myocardial infarctions at an early age.
[The visitor] and his colleague . . . some years ago defined the receptor.
They recently purified and cloned and sequenced the gene, that is,
sequenced a copy of the messenger RNA of the gene. When they
plugged their sequence into the computer, they got back information
that the receptor was very similar to a protein that serves as a precut-
sor for the growth factor we've been talking about, EGF {epidermal
growth factor]. So there we're dealing not with identity but with simi-
larity. We have the information that two genes that seem ostensibly
unrelated are, in fact, closely related members of a gene family. {Inter-
view 12:10-11)

In order for the data bases to be constructed and to be useful,
information is standardized. The sequence data bases contain infor-
mation in terms of the biochemical sequences of DNA, RNA, and
amino acids. The sequences are used to represent genes and proteins
in terms of a linear description of deoxyribonucleic acids {DNA),
ribonucleic acid molecules [RNA}, and amino acid molecules of pro-
teins. i we just limit our concerns to the terms of these realist re-
presentations, the complex properties of each molecule, of each set
of molecules that constitute genes and proteins, and of gene and
protein interactions with other parts of its environments {cellular,
organismal, extraorganismal) are eliminated from this data base.®

The sequence information for different types of phenomena is ex-
pressed in the same chemical language. This language standardizes
the form of the representations of the phenomena. This standardiza-
tion or common language is what allows for collaborative work
across both laboratories and worlds.® It is also what allows for
claims of triangulation of different lines of research on a particular
phenomenon. Homologies, for instance, are coincident represen-
tations. This coincidence, however, is based on interdependence
rather than independence. Phenomena are first represented using

35. See Fujimura 1991b for more on the constructed complexities and simplicities
of DNA and proteins.

36. This is similar to the processes of naming {nomenclature] and classifying
medical diseases, biological flora and fauna, and races.
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one language standard, and then similarities within the language
system are constructed or found.

Sequence information, then, is just one kind of re-representation
of earlier theories of the gene and proteins which in tum are kinds
of representations. For instance, Burian and Fogle {1990} argue that
there is a qualitative difference between the traditional definition of
gene, even as late as 1965, and what molecular genetics now con-
siders to be a gene [cf. Kitcher 1982). I argue that gene and protein
sequence information are markers for complex phenomena and that
the homologous relationships constructed through comparing se-
quence information on line may be more a construction of coinci-
dent markers than of homologous phenomena. The robustness of
the oncogene theory, then, is based on coincident representations or
markers which in turn are based on a standardized language or form
of representation.

Thus, concepts, probes, and data bases of sequences are the resuit
of “homologies” between laboratories as well as between represen-
tations of phenomena. These collective constructions are then used
to reconstruct laboratory work organizations as well as experimen-
tally produced representations. Both kinds of homologies are part of
creating and maintaining continuities across lines of research and

through time.

Continuity and the National Cancer Institute

NCI administrators joined in the effort to promote the oncogene
theory for several reasons.®” Their sponsors were Congress and the
public it represented, including other scientists. The oncogene
theory provided them with both the justification for past research
investments in the Virus Cancer Program [VCP} and with a product
to present to Congress.

In the 1960s the National Cancer Institute focused on the role of
viruses in cancer etiology through a special, well-funded Virus Can-
cer Program. Many virologists and molecular biologists were funded
through NCI through this program, both before and after the Na-
tional Cancer Act of 1971, to study what are now called DINA tumor
viruses and retroviruses (or RNA tumor viruses}.3 Both the act and

37. This paper discusses one reason for NCI's promotion of oncogene research.
See Fujimura 1988 for further reasons.

38. I present more detailed versions of this history below. See also Chubin
and Studer 1978; DeVita 1984; Rettig 1977; Strickland 1972; and Studer and Chu-
bin 1980.
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its viral research component were controversial and much-maligned
efforts. Controversy raged over both the contractual basis for dis-
pensing research funds and the huge sums of money concentrated
on the virus cancer program, that is, on what was considered by
many at that time to be a high-risk bet that viruses caused human
cancer.

After twenty years of research, no viruses had been linked to hu-
man cancer, and the program had been thoroughly maligned by its
critics. As the following statements demonstrate, the proposed role
of proto-oncogenes in causing human cancer was in the early 1980s
used to justify past investments in viral oncology.

The study of viruses far removed from human concerns has brought
to light powerful tools for the study of human disease. Tumor virology
has survived its failure to find abundant viral agents of human cancer.
The issue now is not whether viruses cause human tumors {as perhaps
they may, on occasion] but rather how much can be learned from tu-
mor virology about the mechanisms by which human tumors arise.
{J. Michael Bishop [1982,92], tumor virologist)

Given the still prevalent unfair public misconception that the NCI
Tumor Virus Program was a failure, and the new strong possibility
{fact?] that most if not all of viral oncogenes have their human coun-
terparts, the time is more than ripe for NCI to point out how well the
public purse has, in fact, been used. {James D. Watson, molecular
biologist]s

We have often been asked if the NCP [National Cancer Program] has
been a success. While I acknowledge a bias, my answer is an unquali-
fied “yes.” The success of the Virus Cancer Program which prompted
this essay is a good example. Since its inception, this Program has cost
almost $1 billion. If asked what I would pay now for the information
generated by that Program, I would say that the extraordinarily pow-
erful new knowledge available to us as a result of this investment
would make the entire budget allocated to the NCP since the passage
of the Cancer Act worthwhile. There may well be practical applica-
tions of this work in the prevention, diagnosis, and treatment of can-
cer that constitute a significant paradigm change. The work in viral
oncology has indeed yielded a trust fund of information, the dividend

39. This statement was quoted by DeVita in his 1984 essay. Watson, as Nobel
laureate [1956), has used his influence to push for the institutional growth of molecu-
lar biology. More recently he has been a prime mover and shaker behind the Human
Genome Initiative, the three-billion-dollar effort to map and later sequence the entire
human genome.
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of which defies the imagination. {Vincent T. DeVita, Jr. [1984, 5], for-
mer director, National Cancer Institute}

Both oncogene researchers and cancer research administrators ar-
gued then, that the “new” oncogene research would be based on the
“extraordinarily powerful new knowledge” produced by past invest-
ments. The viral cancer genes constructed from the investments of
the NCI in the Viral Cancer Program during the 1960s and 1970s
have in the 1980s become human cancer genes through the onco-
gene theory and recombinant DNA technologies. Viral cancer genes
with no previous connection to human cancer have now become
human cancer genes. In their view, the NCI’s and James Watson's
earlier choices and predictions have been proven fruitful and justi-
fied, while Bishop’s theory gains credibility from De Vita’s and Wat-
son’s translations. Here, then, is mutual translation for mutual
benefit.®

Discussion and Conclusion

In a recent interview, an oncogene researcher balked at my use of
the term “oncogene theory.” He argued that oncogenes are a fact,
not a theory. I have used the concepts of standardized packages,
boundary objects, and translation to show how different social
wotlds interacted through time and space to collectively craft this
fact. Bach world is changed in some manner, yet each also maintains
its uniqueness and integrity in the construction and adoption of the
standardized package of proto-oncogene theory and recombinant
DNA technologies. The package provided both dynamic opportuni-
ties for divergent meanings and uses as well as stability. Using re-
combinant DNA technologies and selected boundary objects, Bishop
and Varmus constructed multiple translations between oncogene re-
search, on the one hand, and evolutionary biology, developmental
biology, cell biology, carcinogenesis research, and more, on the other
hand. They are not simply drawing on arguments from these lines
of research. They are also installing their theories, inscriptions and
materials into these ongoing lines of research. A combination of am-
biguous concepts and standardized tools are used to construct ho-
mologies between laboratories as well as between representations of
phenomena.*! These collective constructions packaged together are

40. More recently, Watson and Walter Gilbert have used the oncogene rescarch
findings as justification for the development of the Human Genome Initiative,

41. However, there are still many unanswered questions. For example, how do
abstract concepts like cancer genes differ from standard forms like the precise lan-
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used to reconstruct laboratory work organizations as well as experi-
mentally produced representations. Both kinds of homologies are
part of creating and maintaining continuities within and across lines
of research and across time and space. Hybrid lines of research are
also constructed through this process of intersection. For example,
Bishop’s student who worked on the problem of oncogene activities
in development is a hybrid product of two formerly separate lines of
research. However, the original lines of research also continue.

The package of concepts and standardized tools is useful for un-
derstanding both the stability and the dynamism of the oncogene
theory. Less structured concepts, such as cancer, cells, genes, and
cancer genes, and standardized tools, such as probes, the language of
sequence information, and sequence data bases, were used to craft
the oncogene theory. These objects provide a way of talking about a
theory which appears to be both simple and complex, both static
and dynamic. Together they help to explain how the theory can be
continuous across time and space through different social worlds.

The newly crafted oncogene theory was then used in conjunction
with newly standardized recombinant DNA and other molecular ge-
netic technologies as a package to enroll other researchers, biologi-
cal supply companies, the National Cancer Institute, the Ameri-
can Cancer Society, members of Congress, and the Nobel Prize
Committee.

My point is that packages of ambiguous concepts and standard-
ized tools, of theory and methods, are powerful tools for insuring
fact stabilization, Whether concepts or standardized tools alone can
achieve fact stabilization is an empirical guestion. The two exam-
ples discussed in this paper suggest otherwise.

In contrast to Grinnell’s focus on standard methods of collecting
and on building the museum and his relative neglect of his ecologi-
cal theory of evolution, oncogene theorists immediately began to
promote and teach their theory to new audiences. They also used

guage of sequence information? What are the differences between standardized forms
and standardized methods? In this case, the more precise but static sequence language
is the form, and less precise but active recombinant DNA and other molecular ge-
netic technologies are the methaods. See Fujimura 1991b. While standardized forms
are static, they still act by constraining other actions. Census forms, for example,
torce people to fit themselves into one of several racial or ethnic categories. The only
choice left for bicultural people has been the residual category of “other.” Efforts are
now being made to add more fluid categories, but bureaucrats are finding that a dif-
ficult task precisely because of the static property of forms. Thus, this boundary ob-
ject both enables some action and disables others.
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molecular genetic technologies to instantiate and substantiate their
theory. The combination is what I called the standardized package.
This combined theory-methods package, the triangulation of efforts
by several lines of research, and a great deal of work constitute the
new vision of cancer which has become part of the canon.

I do not regard the theory-methods package as constituting a
necessary connection. The coupling of the oncogene theory and
recombinant DNA and other molecular biology technologies is con-
structed, and not born in nature. The theory may in the future
continue to exist as an entity separate from these techniques or cou-
pled to another set of technigues. Similarly, the technologies are
coupled with quite different theories in other lines of biological
research.

I am interested in standardized packages and other such crafted
tools because I would argue that they can be used by scientists to
define their areas of expertise and power. It is through the use of
standardized packages that scientists constrain work practices and
define, describe, and contain representations of nature and reality.
The same tool that constrains representations of nature can simul-
taneously be a flexible dynamic construction with different faces in
other research and clinical and applied worlds. A standardized pack-
age 1s used as a dynamic interface to translate interests between
social worlds. This is true for the social as well as the natural sci-
ences. Examining the construction, maintenance, and augmenta-
tion of these packages will help us to understand not enly how we
came to have the representations we now hold sacred but also that
there are other possible representations, other ways of knowing and
practicing.
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Extending Wittgenstein:
The Pivotal Move from Epistemology
to the Sociology of Science

Michael Lynch

The sociology of knowledge’s empirical approach to the traditional
topics of epistemology has been emboldened and radicalized in re-
cent decades.! At least two distinct programs in “epistemic soci-
ology” {Coulter 1989} are currently established in social studies of
science. The more familiar of these, the sociology of scientific
knowledge [SSK] is an outgrowth of Bloor’s {1976,1] proposal to in-
vestigate and explain the “very content and nature of scientific
knowledge.”? A second approach, ethnomethodological studies of

David Bogen and Jeff Coulter read and commented upon an earlier draft of this paper,
and I'm very grateful for their help. I would also like to thank David Bloor, Harry
Collins, and Steve Woolgar for their civilized and helpful replies to my sometimes
tendenticus arguments in this paper.

1. Epistemology is often identified with foundationalism--the philosophical
attempt to ground the truth of scientific knowledge. The sociological approaches dis-
cussed here address epistemology’s topics [observation, experimentation, represen-
tation, etc.] while maintaining ¢ne or another agnostic posture toward the validity
of scientific knowledge. While such an approach is antithetical to foundationalist
epistemology {and to the entrenched view of knowledge as correct belief), it is con-
sistent with constructivist, phenomenological, and some variants of analytic and
ordinary language philosophy. Hacking’s paper {¢hap. 2} is an example of the kind
of small ¢ epistemology that is compatible with an interest in scientists’ local prac-
tices. Sociclogical approaches can thus be viewed as epistemological or antiepistemo-
logical depending upon what sort of philosophical commitments are subsumed under
“gpistemology.”

2. “Social studies of scientific knowledge” {SSK] is a shorthand way of referring
to various lines of relativist, constructivist, and discourse analysis research. The
most coherent and widely recognized group of studies in 88K emerged in Britain in
the 1970s and is sometimes called the “strong program” in the sociology of knowl-
edge {Barnes 1974, 1977; Bloor 1973, 1976; Collins 1975; Edge and Mulkay 197§;
MacKenzie 1978; Shapin 1979; Mulkay 1979). Although by no means marching in
lockstep on the issues, these studies embraced a constructivist {or in some instances,
a relativist) reading of Wittgenstein {1958, 1956}, as well as Hesse {1974] and Kuhn
{1962}, and used this as leverage against the established sociology of science imple-
mented by Merton and his colleagues.

The past decade has seen a proliferation of schools and programs in SSK on a broad
internationa! base, and in sotne cases a more particularized attack on epistemology’s
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work in the sciences and mathematics (ESW]), is an extension of Gar-
finkel’s {1967) studies of ordinary practical actions and practical rea-
soning.? Both programs investigate such epistemic matters as visnal
and textual representation, experimental practice, instrumentally
mediated observation, argumentative reasoning, and mathematical
structures. Although SSK and ethnomethodology can be traced

topics. Recent works have taken up such classic epistemological themes as represen-
tation {Shapin 1984; Woolgar 1988a, 1988b], the “theory-ladenness” of observation
[Pinch 1986}, experimental replication {Collins 1985); consensus formation {Amann
and Knorr Cetina 1988); the internal-external distinction {Pickering 1988, and reflex-
ivity [Woolgar 1988c). Latour {1987, 1988] and his colleagues {Callon 1986; Law and
Callon 1988} advance what they call “actor-network theory.” This framework for
analyzing scientists’ and engineers’ world-building activities treats “soctal” relations
between scientists, interest groups, and organizations on the same {literary| plane as
the “technical” relations between scientists, equipment, and “natural” phenomena
{e.g., microbes, sea scallops, ocean currents, wind, etc. Scientists and engineers suc-
ceed in creating resilient constellations of power/knowledge when they manage to
enroll and enlist “heterogeneous allies” by using a variety of rhetorical and Machia-
vellian tactics to stabilize these networks. Another group develops themes from
American pragmatism and symbolic interactionist sociology to study scientists’ and
engineers’ activities [Star 1983; Gerson and Star 1987; Fujimura 1987). Their work
links up with Latour’s and his colleagues’ semiotic approachk, and with a related
language-based emphasis in work by Cambrosio and Keating {1988].

These social constructivist programs have branched out in other directions as
well: in studies of technological innovation (MacKenzie and Wajcman 1985; Law
1986; Bijker et al. 1987} and health economics {Ashmore et al. 1989}, and have even
been merged with the Mertonian tradition in Gieryn’'s work {1983; Gieryn and Figert
1990}

3. By ethnomethodological studies of work in the sciences {ESW) I refer to studies
conducted since the early 1970s by Garfinke!l and some of his colleagues and students
[cf. Garfinkel et al. 1981; Morrison 1981; Lynch et al. 1983; Garfinkel et al. 1989;
Lynch 1985a; Livingston 1986). Sharrock, Coulter, Anderson, and Hughes have also
produced a body of ethnomethodological studies on science and other professions
{Sharrock and Anderson 1984; Anderson et al. 1988]. Their work is particularly sa-
lient to the discussion in this paper, since their explications of Wittgenstein and
critiques of the strong program have largely beaten the path I'll be taking here. Such-
man's [1987} studies on situated technology use are also highly relevant to the treat-
ment in this paper.

The academic territory is complex and overlapping and is not easily divided into
discrete camps. For instance, Mulkay, Woolgar, Knorr Cetina, Yearley, Collins, and
Pinch all make use of ethnomethodologics] themes and research strategies, though
their work is solidly rooted in SSK. A reciprocal regard for $SK is found in some of
my work {Lynch 1985b; Lynch and Woolgar 1988), though it is notably absent in that
of some of my colleagues in ESW. It also should be mentioned that SSK and ESW by
no means exhaust the lines of what Donald Campbell {1979] calls “epistemologically
relevant” research in sociclogy of science. I focus on them in part because of their
common affinity to Wittgenstein’s later writings, and because I find it challenging to
try to clarify the relation between the programs.
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throngh separate lines of theoretical ancestry, as Barnes (1977,24}
notes, “there are interesting parallels between them, which derive
from their reliance on the late work of Ludwig Wittgenstein.”

Neither $SK nor ESW aim to deliver a “faithful” reading of Witt-
genstein, since their main concern is to use the Wittgensteinian cor-
pus, along with any other suggestive materials, to inspire and guide
one or another program of “empirical” research.* Despite their com-
mon debt to Wittgenstein, SSK and ESW develop sharply different
readings of his later writings.s In this paper I will argue that some of
the key differences between the ESW and SSK research programs can
be illuminated by reference to a familiar debate in philosophy over
Wittgenstein’s discussion of actions in accord with rules. One side
of the debate, “rule skepticism,” takes Wittgenstein to be arguing
that the relation between rules and conduct is indeterminate, and
that social conventions and learned dispositions account for orderly
actions. The contrary “antiskepticist’” position holds that Wittgen-
stein treats rules inseparably from practical conduct, so that there is
no basis for explaining the relation between rules and conduct by
invoking extrinsic factors. Although this debate may seem to be an
arcane preoccupation within a tight circle of philosophers, I will ar-
gue that the divergent positions implicate entirely different views of
what is empirical and how to study it in social studies of science.
The crux of my argument will be that SSK offers a skepticist ex-
tension of Wittgenstein, and that its attempt to explain science
sociologically creates a crisis for the “science” that would do the
explaining. Ethnomethodology, contrary to what is often said about
its program, offers a nonskepticist, but not a realist or rationalist,
extension of Wittgenstein.

The problem for social studies of science is that Wittgenstein’s
writings not only suggest one or another path out of philosophy and
into sociology, they also, as Winch {1958) argues, deeply problema-

4. Garfinkel explicitly renounces any attempt to tag ethnomethodology to philo-
sophical predecessors, although he has suggested a practice of “ethnomethodologically
misreading” the philosophers. His preference is to “misread” Husserl, Merleau-Ponty,
and Heidegger, and unlike Sharrock, Anderson, and Coulter, he has been less explicit
about possible resonances with Wittgenstein. The point of the present essay is not to
show that ethnomethodology is best regarded as an offshoct of Wittgenstein’s phi-
losophy but te bring out some strong arguments from Wittgensteinian philosophy in
support of research policies in ethnomethodology. To do this is not to imply that
those research policies developed in an effort to follow Wittgenstein.

5. A strong inkling of the differences can be gained by reading Bloor’s (1987] re-
view of Livingston’s {1986} study of mathematicians’ work; or on the other hand by
reading ethnomethodologists’ critical reviews of the strong program [Sharrock and
Anderson 1984; Andersen et al. 1988; Coulter 1989,304.].
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tize the possibility of an explanatory sociology. I will argue that this
presents a far greater problem for the SSK skepticist interpretation
of Wittgenstein than for the ESW nonskepticist reading.

The Pivotal Importance of Wittgenstein

Wittgenstein’s later writings are by no means the only significant
source of philosophy for SSK and ESW. Existential phenomenology,
pragmatism, poststructuralist literary theories, and semiotics have
also been deemed important for one or another line of study. Nev-
ertheless, Wittgenstein is widely regarded as the pivotal figure for a
“sociological turn” in epistemology. Bloor's Wittgenstein: A Social
Theory of Knowledge {1983) is the most extensive treatment in so-
cial stndies of science, though Collins (1985}, Sharrock and Ander-
son {1984], Woolgar {1988a), Coulter {1989}, Phillips {1977}, Pinch
{1986), Livingston {1987}, Lynch {1985a), and many others have ex-
plicitly discussed Wittgenstein’s relevance for the social studies of
science and mathematics. Wittgenstein’s influence is also filtered
through many of the “Kuhnian” themes, such as “seeing-as” and
“paradigms as exemplars,” so often discussed in sociology of sci-
ence. An indication of Wittgenstein’s importance is the fact that
the concepts of “forms of life,” “language games,” and “family-
resemblances” are often used without attribution in the social stud-
ies of science literature,

Bloor’s {1983,184] central proposal is that Wittgenstein’s philoso-
phy should be interpreted as a “social theory of knowledge.” For
Bloor, Wittgenstein’s pivotal move was to reconceptualize the cen-
tral topics of epistemology as empirical problems for social science
research. Although Wittgenstein made no mention of Durkheim’s
sociology and explicitly distinguished his approach from behavior-
ism [Wittgenstein 1958, §307-8; Luckhardt 1983; Hunter 1985;
1291}, Bloor argues that in certain respects Wittgenstein’s treatment
is compatible with these programs in empirical social science. In-
deed, when faced with glaring discrepancies between Wittgenstein’s
and Durkheim’s writings, Bloor resolves these by repudiating some
of Wittgenstein’s central proposals.®

6. Bloor accounts for how Wittgenstein seemed so little inclined to embrace be-
haviorism or Durkheimian sociclogy (or any other empirical social science of his day}
by suggesting that Wittgenstein’s antiscientific predilections {perhaps reflecting
Spenglerian influences) blinded him to the natural affinities between his account of
language and research in the behavioral sciences.
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Bloor makes it clear that he aims to supplement Wittgenstein
with an empirical program, and that he is willing to read Wittgen-
stein creatively to suit this purpose. I have no objection to this, since
as Hacking (1984} points out, there is no reason why fidelity to a
particular philosophical tradition should sidetrack an attempt to do
original sociological research. In any event, it would be dubious to
suppose that Wittgenstein'’s or any other figure’s “thought” is sub-
ject to a single “correct’’ representation [Rorty 1979). A creative mis-
reading may serve better to carry forward the conversation on the
questions Wittgenstein raises. Unfortunately, Bloor {1983,5] goes
well beyond this, since he also claims that sociological research is
necessary in order to replace Wittgenstein’s “fictitious natural his-
tory with a real natural history, and an imaginary ethnography with
areal ethnography.” These realist proposals treat Wittgenstein’s writ-
ings as speculations in need of empirical grounding or correction,’
and they are entirely out of line with Wittgenstein’s repudiation of
theory and empiricism in favor of grammatical investigations. Witt-
genstein’s writings no doubt serve to inspire Bloor, even if they do
not authorize his project, but the more serious issue is that they
undermine many of Bloor’s programmatic claims.

Before going further with a critique of Bloor’s views on Wittgen-
stein, let me turn to the basic tenets of Bloor’s “strong programme”
in the sociology of knowledge. It is here that his philosophical
cominitments have had their most tangible influence. Bloor{1976,4—
5) proposes four main principles to guide the “strong programme’:®

1. It would be causal, that is, concerned with the conditions which
bring about belief or states of knowledge. Naturally there will be
other types of causes apart from social ones which will cooperate
in bringing about belief.

7. As Sharrock and Anderson {1984} argue, Bloor's proposals for an empirical sci-
ence take the immediate form of a philosophical treatise. Although Bloor cites and
summarizes numercus historical studies and suggests what an empirical treatment
might consist of, his own writings are programmatic. Livingston (1979,15-16] makes
a similar point about Bloor’s writings. “What Bloor seems t¢ mean by claiming that
the sociological investigation of ‘scientific knowledge’ should follow the canons of
scientific procedure is that one should adept a way of speaking that conforms to
current, pepular, philosophical theories.” It is therefore appropriate to examine
Bloor's arguments with reference to philosophical scholarship rather than simply to
view them as a substantive social theory to be evaluated on empirical grounds.

8. For the moment I will leave aside the question of whether these principles do
in fact guide the various historical case studies affiliated to the strong program. Lau-
dan {1981] argues that in several respects the relationship between the principles and
the research is very doubtful.
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2. It would be impartial with respect to truth and falsity, rationality
ot irrationality, success or failure, Both sides of these dichotomies
will require explanation.

3. It would be symmetrical in its style of explanation. The same types
of cause would explain, say, true and false heliefs.

4. It would be reflexive. In principle its patterns of explanation would
have to be applicable to sociology itself. Like the requirement of
symmetry, this is a response to the need to seek general explana-
tions. It is an obvious requirement of principle, because otherwise
sociology would be a standing refutation of its own theories,

These proposals have influenced a large body of research in the
social history of science, and have also provided a target for numer-
ous criticisms.® Bloor’s causalist assumptions are not widely ac-
cepted in SSK,'® but his recommendations about impartiality and
symmetry {proposals 2 and 3} are advocated in all the major lines of
constructionist and discourse-analytic inquiry. Even many of those
who do not agree with Bloor’s empiricist assumptions and social in-
terest explanations share his skeptical posture toward scientists’ and
mathematicians’ truth claims. In calling this a “skeptical” posture,
I do not mean that Bloor advocates disbelief in scientists’ theories
and mathematicians’ proofs. “Symmetry” and “impartiality” only
require that all theories, proofs, or facts be treated as “"beliefs” to be
explained by social causes. Bloor's skepticist approach is primarily
methodological, as it aims to neutralize the explanatory power of
“internalist’ accounts in order to gain purchase for one or another
social or conventionalist explanation of science and mathematics.
Although it has certainly proved to pay as a sociological research
strategy, the skepticist posture invites some formidable philosophi-
cal arguments.

Wittgenstein and Rule Skepticism: The Externalist Reading

In his essay Wittgenstein on Rules and Private Language (1982},
Saul Kripke reviews Wittgenstein’s discussion of rule following.
He reads Wittgenstein to be advancing a novel solution to a classic
skeptical problem on how rules determine actions. In Kripke's view,
Wittgenstein initially accepts the skepticist thesis that actions are

9. These critiques include Laudan 1981; Turner 1981; Woolgar 1981; Anderson et
al. 1988; and Coulter 1989. The collection edited by Hollis and Lukes {1982 includes
several papers arguing the pros and cons of the approach. Barnes 1974, 1977, 1982,
and Shapin 1982 also elaborate some of the central proposals of the strong program.

10. Programmatic statements and debates on these issues are presented in the
collection edited by Knorr Cetina and Mulkay {1983.
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underdetermined by rules but then gives a social constructivist so-
lution to the problem of how orderly conduct is possible. Kripke is
not the only philosopher to attribute skepticist and conventionalist
views to Wittgenstein [(cf., Dummett 1968; and more ambiguously,
Cavell 1976}, but his essay provoked especially heated criticism in
Wittgensteinian circles [{Baker and Hacker 1984, 1985; Hanfling
1985; Shanker 1987). Wittgenstein discusses rules in several other
manuscripts and collections of notes,"’ but the dispute between
Kripke and his critics mainly concerns §§143—242 of the Philosophi-
cal Investigations {Pl}, where Wittgenstein discusses his famous
number-series example {parts of this argument are also reproduced
in Wittgenstein’s Remarks on the Foundations of Mathematics,
1956, part 1).

As Is typical of Wittgenstein’s later writings, numerous threads of
argument weave through the text, along with a series of partly over-
lapping or analogous examples. Questions are posed and seemingly
left hanging, and it is sometimes difficult to keep track of when
Wittgenstein is asserting his own views and when he is speaking in
the voice of one of his interlocutors. In spite of, or perhaps because
of, its difficulty, the argument has been reconstructed in numerous
secondary and tertiary sources, and a fairly standard version of it
runs as follows: Wittgenstein (P1,§143] devises a “language game”
in which a teacher gives a pupil an order to write down a series of
cardinal numbers according to a certain formation rule. This lan-
guage game and its imaginary pitfalls has become a paradigm for
rules in arithmetic, as well as in other rule-ordered activities, like
the game of chess. In the main section of his argument, Wittgenstein
{P1,§1851f.) asks us to assume that the student has mastered the se-
ries of natural numbers, and that we have given him exercises and
tests for the series “n + 2" for numbers less than one thousand.

Now we get the pupil to continue a series {say +2! beyond 1,000—and
he writes 1,000, 1,004, 1,008, 1,012.
We say to him: “Look what you've done!”—He doesn’t understand.
We say: “You were meant to add two: look how you began the series!”’
He answers: “Yes, isn't it right? I thonght that was how I was
meant to do it.”

For the skepticist reading, what the pupil’s “mistake” brings into
relief is that his present action is logically consistent with an imagi-

11. See especially Remarks on the Foundation of Mathematics {1956}, Zettel
{1967}, and also the collection of lecture notes on mathematics edited by Diamond
{1976}. Malcolm {1989} discusses material from an unpublished manuscript {Witegen-
stein MS 185 c., 1941 -44.

221



ARGUMENTS

nable series, “add 2 up to 1,000, 4 up to 2,000, 6 up to 3,000.” Since
the pupil had not heen given examples past 1,000, his understanding
of the rule is consistent with experience. With encugh imagination,
numerous permutations can be generated. Collins {1985,13), for in-
stance, says about the rule: “add a 2 and then another 2 and then
another and so forth . .. doesn’t fully specify what we are to do . ..
because that instruction can be followed by writing ‘82, 822, 8222,
82222, or ‘28, 282, 2282, 22822’ or ‘827, etc. Each of these amounts
to ‘adding a 2’ in some sense.” Since we can think of an indefinite
variety of understandings of the formula n + 2 based on the finite
series of examples the pupil previously calculated, it seems we have
arrived at a radically relativistic position: “This was our paradox: no
course of action could be determined by a rule, because every course
of action can be made out to accord with the rule. The answer was:
if everything can be made out to accord with the rule, then it can
also be made to conflict with it. And so there would be neither ac-
cord nor conflict here” {Wittgenstein PI,§201).

But as Wittgenstein then goes on to say, this paradox is based on
the assumption that our grasp of the rule is based on an “interpre-
tation’’; that is, a private judgment about the rule’s meaning in iso-
lation from any regular practices in a community. Instead, he adds,
the regularities in our common behavior provide the context in
which the rule is expressed and understood. Imaginable variations
in counting rarely, if ever, intrude upon our practice. Nor do violent
disputes break out among mathematicians over the rules of their
practice {PL§212). They simply follow the rule “as a matter of
course” [§238).

But the question now is, why? Or rather the question is, how do
we manage so unproblematically to extend a rule to cover cases we
haven't previously applied it to? The answer seems to appeal to so-
ciology. Wittgenstein { P1,§§206it.) likens following a rule to obeying
an order, and he notes that the concepts of rule, order, and regularity
can only have a place in a2 nexus of common behavior. How is such
orderly action established? Through example, guidance, expressions
of agreement, drill, and even intimidation: “When someone whom
[ am afraid of orders me to continue the series, I act quickly, with
perfect certainty, and the lack of reasons does not trouble me”
({P1,8§212).

Since we do indeed act in accord with the rules for calculating,
the reason for this is not intrinsic to formal mathematics, but to our
“ftorm of life”” | P1,§241}. What limits our practice, and eventually the
pupil’s if he learns it, is not the rule alone but the social conventions
for following it in a certain way. If it makes sense to say that logic
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“compels” us, this is only so in the way that we are “compelled to
accept certain behaviour as right and certain behaviour as wrong. It
will be because we take a form of life for granted” {Bloor 1976,125].

Orderly calculation thus depends upon the social conventions we
learn through drill; conventions which are inculcated and reinforced
by normative practices in the social world around us {Bloor 1983,
121). Or, if we read “the common behavior of mankind” or “form of
life” to apply more broadly than to the norms in a particular social
group, we can invoke our common biological and psychological ca-
pacities. Given that mathematics {in this case, elementary arith-
metic) is among our most rigorously rule-governed activities, then
it appears that Wittgenstein is making a powerful argument for turn-
ing to sociology and other empirical sciences to explain order in
mathematics.'> What holds for rules can also be said to hold for theo-
ries in the natural sciences: they are underdetermined by facts, since
no theory can be supported unequivocally by a finite collection of
experimental results. Therefore if consensus is reached on a theory,
it is not explained by facts alone but by the social conventions and
common institutions shared by the members of a scientific com-
munity. These aspects of communal life greatly restrict the field of
possible theoretical accounts to one or a very few socially recog-
nized and approved versions. Collective habit, and at more heated
times vigorous persuasion and even coercion, limits the range of
sensible theoretical alternatives.

The appeal to social studies of science should seem obvious at
this point. The skepticist reading of Wittgenstein seems to place the
contents of mathematics and natural science at the disposal of the
sociologist, since the most elementary procedures of arithmetic and
the theoretical laws of physics can now be seen to express “the com-
mon behavior of mankind,” and not the transcendent laws of reason
or the intrinsic relations in a Platonic realm of pure mathematical
forms. The externalism implied by this argument does not necessi-
tate that the behavior of scientists or mathematicians should be ex-
plained in reference to norms or ideological forces arising from the
“outside’ society. Although the door has now been opened for such
explanations, the argument also permits relatively small and closed
disciplinary communities {“core sets” in Collins’ [1975] termi-

12. In his 1983 book, Bloor seems more open than he was in his 1973 paper to the
possibility that experimental psychology and biology can join sociology in bringing
Wittgenstein’s philosophy to empirical fruition. Collins {1985,15} invokes Wittgen-
stein’s “‘private language” argument to bar psychology {and presumably biclogy} from
such investigations. For a discussion of an “organic account”—but not strictly a bio-
logical one—of Wittgenstein’s references to “form of life,” see Hunter 1971.
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nology] to be held responsible for their members’ conventional
practices. Controversies within scientific fields take on special sig-
nificance in SSK, since they exhibit fissures within the relevant epi-
stemic communities on fundamental matters of theory, fact, or
procedure. An established procedure in SSK is to use historical study
[supplemented with interviews whenever possible} to demonstrate
the social process through which “closure” is reached in particular
controversies. According to such studies, interpretive possibilities
that remained open while the controversy raged are closed down
when a successful theory gathers force in the community. After the
fact, the victorious theory may seem to have vanquished its rivals
by superior performance in experimental tests, but proponents of
SSK argue that most of the time no such direct confrontation takes
place. Theoretical possibilities that were never definitively tested or
falsified are simply shut away in a black box,* and from then on the
successful theory is treated as a correct theory whose major justifi-
cation is its correspondence to “reality’ and/or its congruence with
“reason.”’'* The difference, then, between normal and revolutionary
science becomes a matter of whether some of the open possibilities
for developing science or mathematics are explicitly disputed or
remain submerged within the taken-for-granted habitus of “ready
made science” {Latour 1987].1%

The Wittgensteinian Critique of Skepticism

Although it may be compatible with Bloor’s and other sociolo-
gists’ explanatory programs, Kripke’s skepticist thesis about the

13. A similar argument about technological innovation is made by Pinch and
Bijker {1984}, who argue that during the early phases in the social history of inven-
tion, evidences of multiple pathways abound. Eventually these alternatives are closed
down, and one or a very few models of, e.g., the bicycle, refrigerator, or personal
computer prevail. Pinch and Bijker emphasize the role of interest groups in this pro-
cess, and they contrast their social constructivist view to a technological rationalism
that supposes the convergence on a particular model to reflect laws of efficiency. For
a case study critiquing this and related arguments see Jordan and Lynch 1992,

14. Bachelard {1984} notes that although rationalists and realists sit on opposite
sides of an epistemic fence, their arguments play a similar justificatory role in dis-
cussions of science. Both sides subscribe to the same duality: on one side nature, on
the other rational procedures for correctly discerning nature’s secrets. There are of
course significant differences between philosophies that put primary emphasis on
one or the other; and within realism there are numerous positions, some of which
strong program enthusiasts have themselves assumed.

15. There is of course much more to S8K than a working out of a particular pro-
grammatic argument. To take issue with the readings of Blooz, Collins, and others of
Wittgenstein does, [ think, call attention to a key set of problems, but it does not
negate the many provocative discussions and interesting case studies in SSK.
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rule-following example has been charged with being a fundamen-
tally mistaken reading of Wittgenstein. Stuart Shanker (1987,14), for
instance, argues that Kripke misunderstands the key passage quoted
above from §201 of the Philosophical Investigations: “Far from op-
erating as a skeptic, one of Wittgenstein’s earliest and most enduring
objectives was ... to undermine the sceptic’s position by demon-
strating its unintelligibility. ‘For doubt can exist only where a ques-
tion exists, a question only where an answer exists, and an answer
only where something can be said.””

Shanker {1987,14] argues that Kripke fails to take into account
that the passage “is the culmination of a sustained reductio ad ab-
surdum.” The crux of Shanker’s argument is that Kripke interprets
Wittgenstein within the familiar terms of the realist-antirealist de-
bate in epistemology.¢ According to Shanker (4], Wittgenstein lends
support to neither canip in this debate, and considerable misunder-
standing results from any attempt to enlist his arguments on either
side: “But if the premise is wrong—if Wittgenstein belongs to nei-
ther schaol of thought, for the very reason that he had embarked on
a course which would undermine the very foundation of the Realist/
Anti-realist distinction—the ‘sceptical’ interpretation of Remarks
on the Foundations of Mathematics is itself undermined at a stroke.”

As Shanker reconstructs it, the point of Wittgenstein’s number-
series argument is to demonstrate the absurdity of a “‘quasi-causal”
picture of rule following, wherein a rule is treated as “an abstract
object which engages with a mental mechanism.” Wittgenstein re-
places this deterministic picture with one that emphasizes the prac-
tical basis of rule following. The “impression” that the rule guides
our behavior reflects “our inexorability in applying it” {Shanker
1987,17-18}.

Thus far the argument is fairly consistent with the lesson Collins,
Bloor and other proponents of SSK derive from the example. How-
ever, the positions soon diverge. The skeptic follows Wittgenstein's
reductio ad absurdum to the point where abandonment of the
quasi-causal picture is warranted but then concludes that rules pro-
vide an insufficient account of actions. Taken into the realm of
sociology of knowledge, this conclusion motivates a search for alter-

16. Wittgenstein’s writings are scandalously obscure, and vast amounts of zca-
demic writing have been deveted to clarifying them. Often as a prelude to mounting
4 criticism, many clarifications begin by affiliating Wittgenstein’s positions to one
side or another in familiar debates about realism-antirealism, positivism-idealism,
chjectivism-constructivism, and structural determinacy-methodological individual-
ism. This has been a familiar fate for phenomenological and ethnomethodological
writings as well.
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native explanations on how orderly action is possible. Social conven-
tions and interests fill the space vacated by rational compulsion.

The critical move in the skepticist strategy is to isolate the for-
mulation of the rule from the practice it formulates [its extension).
Once the rule statement is isolated from the practices that extend it
to new cases, the relation between the two becomes problematic: no
single rule is determined by the previous practices held to be in ac-
cord with it; and no amount of elaboration of the rule can foreclose
misinterpretations consistent with the literal form of its statement.
Such indeterminacy is then remedied by a skepticist solution, in
which extrinsic sources of influence are used to explain the relation
between rules and their interpretations. These extrinsic sources in-
clude social conventions, communal consensus, psychological dis-
positions, and socialization—a coordination of habits of thinking
and action which limits the alternative interpretational possibili-
ties. A battery of questions can then be raised for further research:
How are such conventions established and sustained? How is con-
sensus reached in the face of uncertainty and controversy?! What are
the relative contributions from our biclogical makeup, cognitive
structure, and social affiliations?

Contrary to the skepticist solution, Shanker [1987,25) argues,
“The purpose of the reductio is certainly not to question the intel-
ligibility or certainty of the practice of rule-following.” The path out
of the skeptical paradox is not through an antirealist episternologi-
cal position but through an examination of “grammar.” The “foun-
dations crisis” in epistemology {the realist-antirealist debate] arase
from questions that can have no answer, and Wittgenstein offered a
way to “dissolve” such questions. The point of the demonstration
therefore was not to undermine objectivity, but to clarify “in what
sense mathematical knowledge can be said to be objective’”” {Shanker
1987,62), which is not the same as arguing that such knowledge has
an objective or transcendental foundation. For Shanker, the “inter-
nal” relation between the rule for counting by twos and the actions
done in accord with it is by no means an insufficient basis for the
rule’s extension to new cases. Nor is there any need to search for
such a basis in psychological, biological mechanisms, or extrinsic
social conventions.

Baker and Hacker {1984, 1985} also contest Kripke’s skepticist
reading of the number-series example, in their extended exegesis of
the Philosophical Investigations. Their particular target is what
they call “the community view,” the position that rule-following
behavior is determined by patterns of reasoning sanctioned by com-
munity behavior. Baker and Hacker’s challenge to the community
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view at times is overly zealous,'” but their most telling arguments
are worth repeating. In their view the problem begins with the way
the skeptic initially phrases the question. They argue that the skep-
tic’s question, “How can an object like a rule determine the infinite
array of acts that accord with it?” is miscast. As Wittgenstein says
in regard to a similar question (PI§189], “‘But are the steps then
not determined by the algebraic formula?’—The question contains
a mistake.” The question presupposes the independence of the rule
and its extension, as though the rule were external to the actions
performed in accord with it.

The skepticist interpretation retains the quasi-causal picture of
rule following, since it never abandons the search for explanatory
factors beyond or beneath the rule-following practice. The Kripkean
skeptic agrees that the formula n + 2 cannot force compliance, but
he then goes on to look elsewhere for the cause {Baker and Hacker
1984,95}. But if it is agreed that an “internal” relation holds between
rule and extension—that it makes no sense to even speak of the rule
for counting by twos aside from the organized practices that “ex-

17. For instance, Baker znd Hacker (1984,74) say that the community thesis
“seems to imply that ‘human agreement decides what is true and what is false.’ But
this, of course, is nonsense. It is the world that determines trutk: human agreement
determines meaning.” Apparently this is 2 paraphrase of Wittgenstein {P1,§241): “So
you are saying that human agreement decides what is true and false?—It is what
people say that is true and false; and they agree in the language they use. That is not
agreement in opinions but in form of life.” Wittgenstein makes no mention here of
the world, nor does he say anything about what determines truth. Rather his passage
identifies “what is true and false” with what people “say.” I read this to be locating
“what is true and false” {and not “truth”} in the grammar of speaking. Perhaps what
people say is not a matter of “agreement” in any facile sense, but there seems to be
nio basis for attributing it to “the world.” Wittgenstein uses different terms for “agree-
ment” in the above passage. His term for agreement in language is more akin to
English “consonance” or “attunement,” as it draws upon a musical metaphor sug-
gested in the German Ubereinstimmung {see Bogen and Lynch 1990). Much of Baker
and Hacker’s critique of the community view is worth taking into account, as is their
further discussion of “accord with a rule” in their 1985 book. But as Malcelm [1989]
incisively argues, their zealous attack on the community view sometimes strays into
individualism, denying or ignoring the overwhelming emphasis on concerted human
practice in Wittgenstein's writings about rules. Malcolm greatly clarifies Wittgen-
stein’s emphasis on “quiet agreement” and “consensus in action” in the discussion
of rules. This differs from agreement in opinions, but is no less social. “It seems clear
to me . . . that Wittgenstein is saying that the concept of following a rule is ‘essen-
tially social’—in the sense that it can have its roots only in a setting where there is
a people, with 2 common life and a common language” [Malcolm 1989,23). Note that
this is far from an endorsement of Kripke’s view or of the sort of sociclogical reading
of Wittgenstein Bloor gives. Hunter {1973; 1985) and Cavell {1979} also elaborate
views on rules and skepticism that are not quite so hostile to all “social” readings of
Wittgenstein, but their views are not very compatible with the SSK approach.
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tend” it to new cases—then the epistemological mystery dissolves.
“'How does the rule determine this as its application?’ makes no
more sense than: ‘How does this side of the coin determine the
other side as its obverse?’’’ {(Baker and Hacker 1984,96)

This analogy may seem puzzling given the fact that formulations
of rules are commonly set down on paper and posted on walls, and
they are often recited separately from any acts that do or do not
follow them. To clarify this further, consider the following passage
from an unpublished manuscript by Wittgenstein {MS 165, ca.
1941—-44,78; quoted in Malcolm 1989 8:

A rule can lead me to an action only in the same sense as can any
direction in words, for example, an order. And if people did not agree
in their actions according to rules, and could not come to terms with
one another, that would be as if they could not come together about
the sense of orders or descriptions. It would be a “confusion of
tongues,” and one could say that although all of them accompanied
their actions with the uttering of sounds, nevertheless there was not
language.

As Malcolm [1989,9] reads this, “a rnule does not determine any-
thing except within a setting of quiet agreement.” In the absence of
such concerted action, the rule is as though “naked” and the “words
that express the rule would be without weight, without life.” This
means more than that, for example the rules in the traffic code have
little weight in Boston, since drivers routinely ignore them. It means
instead that a kind of practical attunement supports a rule’s intelli-
gibility. Such attunement is produced in and as the very order of
activities that is already in place when 2 rule is formulated, notably
violated, disregarded, or evidently followed. The statement of a rule
or order is a constituent part of such activities, and not a distinct
causal agent impinging upon them.

When we follow a rule we do not often “interpret” it, as though
its meaning were somehow fully contazined in an abstract formula-
tion. We act “blindly,” and we show our understanding by acting
accordingly and not necessarily by formulating our “interpretation.”
Of course it is possible to misinterpret a rule, and we do sometimes
wonder what the rules are and how we can apply them in a particu-
lar situation. But such occasions do not justify a general position of
rule skepticism, nor do they suggest that in the normal case we in-
terpret rules in order to use them in our actions {Baker and Hacker
1984,93 94/,

It is important to understand that the antiskepticist argument
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does not revert to a more familiar “internalist” or rationalist view.®
Nor, despite Baker and Hacker’s occasional realist assertions, does
the argument provide a blanket endorsement of epistemological re-
alism. Instead, it is a rejection of both variants of externalism: {1}
the Platonist position that the transcendental objects of mathemat-
ics determine mathematicians’ practices, and (2] the skepticist po-
sition that something else [community norms or psychological
dispositions)} accounts for the relation between rules and behavior.

So what do these philosophical arguments portend for SSK? The
most distressing implication of the antiskepticist argument is that
the “contents’” Bloor’'s Wittgenstein delivered to sociology have now
been taken back and placed firmly within mathematicians’ and
scientists’ practices, although not in terms of an overarching ratio-
nality or reality. Following Wittgenstein’s reductio, the rule for
counting by twos stands as an adequate member’s account. The stu-
dent in Wittgenstein’s example does not display a possible interpre-
tation of the rule; rather, his actions do not obey the rule. For
members, his actions demonstrate a failure of understanding and not
the relativistic nature of the rule’s sense or application. Relatedly,
the rule’s unproblematic extension calls for no independent justifi-
cation outside the organized practices of counting. It is a rule in, of,
and as counting by twos. The formulation of the rule does not cause
its extension, nor does the meaning of the rule somehow cast a
shadow over all the actions done in accord with it. The indefinite
series of actions sustains the rule’s intelligibility “blindly,”” without
pause for interpretation, deliberation, or negotiation. Is this a social
phenomenon? Definitely. Can it be explained by a body of concepts
proper to a field of study called sociology? Not by what we usually
think of as sociology.

18. The distinction between internal and external in Baker and Hacker’s treatment
should not.be confused with the internalist-externalist distinction in explanations of
scientific progress. There is a sense in which they affiliate to an “internalist” posi-
tion. An organized practice {e.g., calculating] demonstrates its rational organization
fi.e., that it is orderly, in accord with relevant rules). However, this does not mean
that rationality governs the practice or that one can explain the practice by invoking
a set of rules. Again, a quotation from Wittgenstein may help to clarify the sort of
“internal” relation between rule and practice that is involved here: “Suppose that we
make enormous multiplication—numerals with a thousand digits. Suppose that after
a certain point, the results people get deviate from each other. There is no way of
preventing this deviation: even when we check their results, the results still deviate.
What would be the right result? Would anyone have found it? Would there be a right
result?-—I should say, “This has ceased to be a calculation’” [Wittgenstein, in Dia-
mond 1976; quoted in Malcolm 1989,14).
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The problem for sociology is that the rule for counting by twos is
embedded in the practice of counting. Counting is an orderly social
phenomenon, but only in a trivial sense so far as causal, explanatory,
scientific sociology is concerned. Similarly for the more complex
practices in mathematics. The consensual culture of mathematics
is expressed and described mathematically; that is, it is available in
the actions of doing intelligible mathematics. To say this does not
imply that mathematicians’ practices are given a complete and de-
terminate representation by mathematical formulae but that no
such representation can be constructed and none is missing. To de-
fine the contents of mathematics and science as social phenomena
turns out to be a very hollow victory for sociology.

It seems we have arrived at an unhappy position for the sociology
of science. The neointernalist view expressed by Shanker, Baker,
and Hacker seems to provide little basis for sociology to extend
Wittgenstein’s project. Mathematics and science (not to speak of in-
numerably other theory-guided or rule-following activities] now
seem to have no need for sociologists to show them what they are
missing in their realist preoccupations. Latour {who is partially
sympathetic with constructivist sociology of science} acknowledges
this problem in a most forceful way {1988,9}:

But where can we find the concepts, the words, the tools that will
make our explanation independent of the science under study? I must
admit that there is no established stock of such concepts, especially
not in the so-called human sciences, particularly sociology. Invented
at the same period and by the same people as scientism, sociology is
powerless to understand the skills from which it has so long been
separated. Of the sociology of the sciences I can therefore say, “Protect
me from my friends; I shall deal with my enemies,” for if we set out
to explain the sciences, it may well be that the social sciences will
suffer first.

This passage succinctly identifies a dilemma for any program of
“social” explanation that seeks to show that the “contents” of other
disciplinary practices are determined by a distinct configuration of
sociological factors. If, as Latour suggests, to explain a practice is to
deploy concepts that are independent of the practice under study,
SSK’s explanatory concepts would have to be independent of the het-
erogeneous “skills” in the other disciplines explained. But since so-
ciology’s analytic language is not divorced from the vernacular terms
through which scientists (and other competent language users) de-
velop their operative relations to the world in which they act, a
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causal sociology of science seems to require nothing short of a com-
plete transcendence of ordinary language.'®

But even if the antiskepticist argument convinces us of the ab-
surdity of regressive attempts to explain rule following, what are we
to make of Wittgenstein’s very clear references to training, drill,
custom, common practice, and the public display of language use?
Do they not constitute a “social theory of knowledge,” as Bloor
argues? The problem is that Bloor treats Wittgenstein’s “sociologi-
cal’” account as licensing an extension of sociology’s existing concepts
and methods to cover the subject matter of logic, mathematics, and
natural science. “Mathematics and logic are collections of norms.
The ontological status of logic and mathematics is the same as that
of an institution. They are social in nature. An immediate conse-
quence of this idea is that the activities of calculation and inference
are amenable to the same processes of investigation, and are illu-
minated by the same theories, as any other body of norms” {Bloor
1973,189.

What Bloor overlooks is that Wittgenstein’s arguments apply no
less forcefully to realist and rationalist sociology than to mathe-

19. Although Latour neatly identifies the problem here {also see Callon 1986},
and he disavows any possibility of 2 causal or explanatory $SK, his solution to the
prablem is to turn to semiotics to borrow a stock of concepts that he holds to be
analytically independent of both general {i.e., academic} sociology and the situated
sociologies in the disciplines studied. He thus takes the program of “stepping back”
from the field of language use to an even further extreme than do the sociologists he
criticizes. In contrast, Wittgenstein attempts to make language use perspicuous, but
not by distancing an “observer” from the concepts in use. Instead he draws explicit
attention to the in-use [i.e., situated, occasional, indexical} properties of familiar ex-
pressions and to the “guiet agreement” that founds them. In his imaginary “anthro-
pological” examples, Wittgenstein indicates the common ground for intelligibility
provided by such primordial language games as greetings, commands and responses,
giving and receiving orders, and so forth. {See Jordan and Fuller 1974 for an anthro-
pological case study on this point.j Note that the contrast Wittgenstein draws in the
following passage emphasizes the social field in which these common practices take
recognizable form: “If someone came into a foreign country, whose language he did
not understand, it would not in general be difficult for him to find out when zn order
was given, But one can also order oneself to do something. If, however, we observed
a Robinson, who gave himself an order in a language vrfamiliar to us, this would be
much more difficult for us to recognize” {Wittgenstein MS 165,103; quoted in Mal-
colm 1989,24]. In ethnographic studies of scientific and other specialized disciplines,
familiar activities like giving orders, asking questions, giving instructions, and so
forth provide an initial, though far from complete, basis for grasping the intelligibility
of specialized actions. To bring more distinctive language games under examination
requires an analysis situated within the settings studied. The direction of such an
inquiry is more a matter of immersion than of distancing.
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matical realism and logicism. Winch (1958] and Sharrock and An-
derson [1985]) point out that it is not so much that Wittgenstein
made science and mathematics safe for sociology; he made things
entirely unsafe for the analytic social sciences. This applies not only
to sociology’s attempts scientifically to explain science but also to
its attempts to explain religious beliefs, magical rituals, and ordi-
nary actions. If sociology is to follow Wittgenstein's lead, a radically
different conception of sociology’s task needs to be developed.
Bloor’s attempts to graft Durkheim’s or Mary Douglas’s schemes to
Wittgenstein's arguments simply do not go far enough.

This is where ethnomethodology comes into the picture, but to
make the case for it as a program for pursuing Wittgenstein’s initia-
tives will require our clearing away certain confusions both within
and about ethnomethodology.® Ethnomethodology has become an
increasingly incoherent discipline, despite incessant efforts by re-
viewers and textbook writers to define its theoretical and meth-
odological program. Although many ethnomethodologists remain
committed to the more radically “reflexive” ethnomethodology
exemplified in Garfinkel’s {1967) central writings, an offshoot of
ethnomethodology known as conversation analysis has grown in-
creasingly compatible with the analytic social sciences. To com-
plicate matters further, many social scientists, give a decidedly
skeptical reading to ethnomethodology. Woolgar {1988a), for in-
stance, puts some of Garfinkel’s “key concepts” in the service of a
skepticist treatment of science. He lists indexicality and reflexivity
among the “methodological horrors” haunting all attempts at sci-
entific representation.

The antiskepticist reading of Wittgenstein suggests a way to un-
derstand what I sec as ethnomethodology’s distinctive treatment of
language and practical action; a treatment that avoids the twin pit-
falls of sociological scientism and epistemological skepticism. To
clarify this point, in the next section [ shall explicate an argument
by Garfinkel and Sacks about the relationship between “formula-

20. As stated in n. 4, Wittgensteins importance is downplayed by Garfinkel and
other ethnomethodologists. Schutz and phenomenology are usually given a greater
role in ethnomethodology’s philosophical ancestry {Heritage 1984, chap. 3]. Without
going into what would have to be a complicated scholarly exercise, let me simply
assert that the early development of conversational analysis and Garfinkel’s studies
of accounting practices and everyday rule use exhibit strong Wittgensteinian over-
tones. I have argued elsewhere {Lynch 1988b} that Schutz’s influence is undermined
by much of the work on science in SSK and ethnomethodology, but the same cannot
be said about Wittgenstein. But as [ stated before, this does not mean that ethno-
methodclogists have endeavored to be faithful to the Witegensteinian or any other
philosophical tradition.
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tions” and practical actions, which I believe is compatible with an
antiskepticist reading of Wittgenstein. In the final sections of the
paper 1 will discuss some of the consequences of SSK's and ESW’s
contrastive “empirical” commitments for analyzing mathemati-
cians’ proofs and scientists’ discoveries.

Formulations and Practical Actions

In their difficult and often misunderstood paper “On formal struc-
tures of practical actions,” Garfinkel and Sacks (1970} discuss
ethnomethodology’s interest in natural language. They mention
Wittgenstein only briefly in their paper, but Sacks {1967aj gives a
more elaborate discussion of Wittgenstein’s relevance in a tran-
scribed lecture that covers some of the themes discussed in the later
paper.2! In that lecture Sacks speaks of Wittgenstein’s having “ex-
ploded” the problem of the referential meaning of “indicator terms”
(related to what Garfinkel calls “indexical expressions”). These
terms have traditionally boggled logicians, since their reference
changes with each occasion of use. Prior to Wittgenstein, a common
solution in the philosophy of language was to “remedy” these ex-
pressions by assigning spatiotemporal referents for each instance of
their use, so that a particular use of the term “here” would be trans-
lated into a proper name for the place the speaker “intends.” Such
efforts at translation encounter the problem of deciding just what
name should translate a particular use of an indicator term. In any
particular use, does “here” refer to a geographical place, an address,
a social occasion like a meeting or celebration, or all of the above?
Using examples from a tape-recorded group therapy session, Sacks
{19672,8) demonstrates that indicator terms do not simply stand
proxy for names, “since each formulation of ‘here’ may well be con-
sequential, i.e., if ‘here’ is say, ‘the group therapy session’ there
might be good reasons for wanting to say ‘here,’ e.g., ... ‘what are
you doing here,” rather than saying ‘What are you doing in group
therapy.”” Sacks argues that far from being inherently ambiguous
or problematic, indicator terms have “stable” uses in conversation.
Speakers ordinarily use indicator terms effectively and intelligibly
without having to establish [ostensively or otherwise] what they
stand for.

Garfinkel and Sacks {1970] greatly expand the relevance of “in-

21. Itake it that Sacks’s lecture expresses themes arising in his collaboration with
Garfinkel, and [ am not suggesting that the later paper owes its main initiatives to
Sacks’s ideas alone.
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dexicality” beyond the analysis of specific classes of words, like pro-
nouns, deictic and anaphoric references, and indicator terms. Their
discussion develops a biting quality when they treat Durkheim’s
fundamental rule of method—*The objective reality of social facts
is sociology’s fundamental principle”—as an example of an “index-
ical expression” for members of the American Sociological Associ-
ation. This expression can be used on different occasions as a
definition of professional sociologists’ activities, “as their slogan,
their task, aim, achievement, brag, sales-pitch, justification, discov-
ery, social phenomena, or research constraint” (Garfinkel and Sacks
1970,339).

The bulk of their paper focuses on a phenomenon Garfinke] and
Sacks call “formulating.” Formulating includes a wide range of phe-
nomena: naming, identifying, defining, describing, explaining, and
of course, citing a rule. Initially the paper provides a set of examples
that seem to suggest that formulations are used in “lay” and “pro-
fessional” discourse as devices for clarifying the unequivocal sense
of activities.? Garfinkel and Sacks observe that in ordinary conver-

22. Garfinkel and Sacks {1970, 346] recommend that students of practical reason-
ing should remain indifferent to distinctions between “scientific” and other efforts to
formulate activities: “Persons doing ethnomethodological studies can ‘care’ no more
or less about professional sociclogical reasoning than they can ‘care’ about the prac-
tices of legal reasoning, conversational reasoning, divinational reasoning, and the
rest.” Consequently this indifference covers any practical or 2cademic effort to sub-
stitute “objective expressions” for “indexicals.” Heritage and Watson {1980] discuss
several systematic uses of formulations in conversation. Formulations do much more
than clarify or correct prior usage. Consider, for example, the following excerpt from
an interrogation:

Mme. NIELDS: Did you suggest to the Attorney General that maybe the diversion
memorandum and the fact that there was a diversion need not ever come
out?

LT. COL. NORTH: Again, I don’t recall that specific conversation at zll, but I'm
not saying it didn't happen.

MR, NIELDs: You don't deny it?

LT. COL. NORTH: No.

MR. NIELDs: You don't deny suggesting to the Attorney General of the United
States that he just figure out a way of keeping this diversion document
secret!

1T. coL. NoRTH: I don’t deny that I said it. I'm not saying I remember it either.
{Taking the Stand: The Testimony of Lieutenant Colonel Oliver L. North,
Pocket Books, 1987, 33}

In this brief but very convoluted interchange we can see numerous interlarded “for-
mulations” at work: formulations of prior conversations {with the attorney general],
formulations on the pragmatic implications of “not recalling” that conversation; for-
mulations of what “I said,” or might have “said,” and what “I'm not saying” now;
formulations that suggest irony, etc. Without going further into this, it should be
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sation, speakers use formulations reflexively to disambiguate the
unfolding situation: “Was that a question?” ““Are you inviting me
to go along with you?” “I already answered your question”; “Would
you please get to the point!” Similarly, in their professional dis-
courses, logicians and scientists attempt to repair the indexical
properties of language by substituting “objective expressions”
{context-free expressions like “Water boils at one hundred degrees
Celsius”) for “indexical expressions” {context-bound expressions
like “The water’s hot enough now’ .22 But far from developing an
argument to the effect that formulations provide lay persons and
scientists with a metalanguage through which they can “define the
situation” in an unambiguous way, Garfinkel and Sacks {1970,359)
go on to say (1] that the “work” of doing “accountably rational ac-
tivities” can be accomplished, and recognizably so, by participants
in the activity without need for formulating ““this fact”; and (2) that
“there is no room in the world to definitively propose formulations
of activities, identifications, and contexts.”

The first point is related to Baker and Hacker’s {1985,73] discus-
sion of formulating a rule: “Typically explanations by examples in-
volve using a series of examples as a formulation of the rule. The
examples, thus viewed, are no more applications of the rule ex-
plained than is an ostensive definition of ‘red’ {by pointing to a to-
mato] an application {predication} of ‘red.’ . . . The formulation of a
rule must itself be used in a certain manner, as a canon of correct
use.”” The series of examples acts to formulate the rule {i.e., make it
evident, clear, relevant}, without the rule being stated in so many
words. The appropriateness, sense, intelligibility, and recognizabil-
ity of the rule is displayed in and through the examples, without
need for additional commentary. Garfinkel and Sacks draw a distinc-
tion between “formulating” (saying in so many words what we are

obvious that these formulations do not simply refer to something; they act as thrusts,
parries, feints, and dodges in the interrogatory game {Bogen and Lynch 1989].

23. Genette {1980,212] also uses the above “water boils” example and contrasts it
to another form of statement exemplified by “For a long time I used to go to bed
early.” The latter expression “can be interpreted only with respect to the person who
utters it and the situation in which he utters it. I is identifiable only with reference
to that person, and the completed past of the ‘action’ told is completed only in rela-
tion to the moment of utterance.” But Genette goes on to say, “I am not certain that
the present tense in ‘Water boils at one-hundred degrees; {iterative narrative] is as
atemporal as it seems.” He argues that the contrast nevertheless has “operative
value.” As we shall see, Garfinkel and Sacks use the contrast between cbjective and
indexical expressions as a placeholder in their argument and they do not imply an
ontological distinction with it.
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doing} and “doing’” {what we are doing}, but their point is similar:
formulations have no independent jurisdiction over the activities
they formulate, nor are the activities otherwise chaotic or senseless.
Instead, the sense and adequacy of any formulation is inseparable
from the order of activities it formulates. It does not act as a substi-
tute, transparent description, or “metalevel” account of what oth-
erwise occurs.

Like Wittgenstein’s discussion of rules, Garfinkel and Sacks’ dis-
cussion of formulating can be misunderstoad to imply either of two
antithetical positions: {1) a skepticist interpretation to the effect
that any attempt to formulate activities is beset by the “problem’”
of indexicality, so that description, explanation, and the like are es-
sentially indeterminate; and {2] a realist interpretation that recom-
mends empirical study of formulations in order to enable social
scientists to objectively understand members’ activities.>* A close
reading of their argument should enable us to see that neither view
is adequate.

Garfinkel and Sacks establish the second point—that there is “no
room in the world” definitively to propose formulations of ac-
tivity—by undermining their paper’s provisional contrast between
“objective’” and “indexical” expressions. They argue that formula-
tions do not “define” the sense of activities that would otherwise
remain senseless.?s Formulations themselves are used as “indexical
expressions”’; and in so using them, members routinely find that ““do-
ing formulating” is itself a source of “complaints, faults, troubles,
and recommended remedies, essentiglly’” {Garfinkel and Sacks 1970,
353). By the same token, “formulations are not the machinery
whereby accountably sensible, clear, definite talk is done” (353-54).
“Saying in so many words what we are doing” can be “recognizably
incongruous, or boring, . . . [furnishing] evidence of incompetence,
or devious motivation, and so forth” {354).2¢ Conversationalists
manage to maintain topical coherence, often without naming the

24. Garfinkel and Sacks’s paper undermines the integrity of the phenomenon they
initially set out to examine. “Formulating” no longer names a discrete class of lin-
guistic objects; instead it becomes a rubric for a heterogeneous collection of actions
in conversation.

25, Sce Filmer 1976 for an analysis of Garfinkel and Sacks’s argument, particu-
larly in reference to the way the apparent distinction between objective and indexical
expressions is undermined in the course of the paper.

26. For an example of how formulating can often deepen the misery in which a
speaker is enmeshed, consider the following formulation, which was made during a
particularly disastrous public lecture: “I'm going to tell a joke, but it isn't very
funny.”
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topic,” and as Garfinkel’s breaching exercises demonstrate, at-
tempts to “repair” the indexicality of any text or set of instructions
further compound and extend the indexical properties of the text.
The conclusion Garfinkel and Sacks {355} draw from this may imi-
tially seem to support a skepticist reading {emphasis and brackets in
originall: “for the member it is not in the work of doing formula-
tions for conversation that the member is doing [the fact that our
conversational activities are accountably rational]. The two activi-
ties are neither identical nor interchangeable.”

But carefully note the passage that follows (355; brackets in origi-
nal}: “In short, doing formulating for conversation itself exhibits for
conversationalists an orientation to {the fact that our conversational
activities are accountably rational].” This clearly differs from a con-
structivist argument to the effect that our activities remain indeter-
minate until we establish “accounts” of their meaning. But neither
is this emphasis on the accountability of actions tantamount to a
realist or rationalist position {355}): “The question of what one who
is doing formulating is doing—which is a member’s question-—is
not solved by members by consulting what the formulation pro-
poses, but by engaging in practices that make up the essentially con-
texted character of the action of formulating.”

For the rule “add two,” no formulation can provide a complete or
determinate account of how the rule is to be extended to new cases
{as though the rule included a representation of all of its applica-
tions). Citing the rule is an activity in its own right {an instruction,
warning, correction, reminder, etc.], but the rule’s formulation does
not say what is to be done with it. The sense of the rule is “essen-
tially contexted” by the orderly activity within which it is invoked,
expressed, applied, and so forth. But this does not imply that the

27. Sacks {transcribed lecture, 9 March 1967) demonstrates that topical coherence
is achieved through systematic placement of a2 second utterance vis-3-vis a first. The
placement of an utterance answers such unasked guestion as Why did you say that?
Why did you say that now This is done “automatically,” and not by any formulation:
“That persons come to see your remark as fitting into the topic at hand provides for
them the answer for how come you szid it now. That is, it solves the possible question
automatically. Upon hearing the statement a hearer will come to see directly, how
you come to say that’ {Sacks 1967b,5). Although resolved on an entirely different
historical scale, Sacks’s anzalytic approach is strikingly, if perversely, in line with Fou-
cault’s {1975 xvii} antisemiotic approach to historical discourse: “The meaning of 2
statement would be defined not by the treasure of intentions that it might contain,
revealing and concealing it at the same time, but by the difference that articulates it
upon the other real or possible statements, which are contemporary to it or to which
it is opposed in the linear series of time.”
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activity has no rational basis, or that participants’ understandings of
what they are doing is necessarily incomplete or faulty.

In the concluding section of their paper, Garfinkel and Sacks (358}
assert that how “members do [the fact that our activities are ac-
countably rational] . . . is done without having to do formulations.”
They add further that this “work” is organizable as “a machinery, in
the way it is specifically used to do [accountably rational activities]”
{brackets in the original]. They then spell out the critical implica-
tions of this for the social sciences {359]:

That there is no room in the world for formulations as serious solu-
tions to the problem of social order has to do with the prevailing rec-
ommendation in the social sciences that formulations can be done for
practical purposes to accomplish empirical description, to achieve the
justification and test of hypotheses, and the rest. Formulations are
recommended thereby as resources with which the social sciences
may accomplish rigorous analyses of practical actions that are ade-
quate for all practical purposes. ... insofar as formulations are rec-
ommended as descriptive of “meaningful talk” something is amiss
because “meaningful talk” cannot have that sense.

Insofar as the formal structures of practical actions {i.c., the
“achieved fact” that activities are accountably rational} are not
recovered by formulations, these structures elude constructive-
analytic attempts to codify and statistically represent them. “The
unavailability of formal structures is assured by the practices of con-
structive analysis for it consists of its practices” (361).

Ethnomethodology does not solve the epistemological problems
arising from the effort to substitute objective for indexical expres-
sions. By remaining indifferent to that program, ethnomethodolo-
gists aim to characterize the organized use of indexical expressions
in lay and professional activities. Inevitably ethnomethodologists
engage in formulating, if only to formulate the work of doing for-
mulating. Unlike constructive analysis, ethnomethodolegy topical-
izes the relationship between formulations and activities in other
than truth-conditional terms; not as true or false statements but as
pragmatic moves in a temporal order of actions. Two main questions
arise from this program: {1} How do ordinary activities exhibit regu-
larity, order, standardization, and particular cohort independence
(i.e., “rationality”} in advance of any formulation? {2} How, in any
instance, do members use formulating as part of their activities?

From the above we can see the sharp contrast between ethno-
methodology’s and Bloor’s “Wittgensteinian” projects. Where Bloor
maintains a distinction between sociology’s foundation as a science
and the sociologically explained “contents” of the sciences, studied,
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Garfinkel and Sacks place sociology squarely within the ordinary
society ethnomethodology studies.

Developments and Applications

In the decades since the formal structures paper was written, eth-
nomethodology’s program has diverged into two different lines of
research. One line of studies, conversational analysis, investigates
the sequential organization of “naturally occurring” conversations
{Sacks, Schegloff, and Jefferson 1974). These studies elucidate “ratio-
nal properties of indexical expressions” by describing the regular
procedures for turn taking, adjacency-pair organization, referential
placement and correction, topical organization, story structure, place
formulation, and other phenomena. In Wittgenstein’s terminology,
such phenomena are included among the “language games’’? through
which order, sense, coherence, and agreement are interactionally
achieved.®

A second line of development is Garfinkel’s {1986) ethnometho-
dological studies of work. Garfinkel (1988) characterizes this pro-
gram as an approach to the production of social order that breaks
with classical conceptions of the problem of order. For Garfinkel,
both the detailed methods for producing social order and the concep-
tual themes under which order becomes analyzable are members’

28. Wittgenstein's use of the term “language game” is multifaceted. Conversa-
tional analysis develops upon the sense of “language game” Wittgenstein {Pf,§23]
emphasizes when he says the term “is meant to bring into prominence the fact that
the speaking of 2 language is part of an activity, or of a form of life.” He then provides
a list of examples, including giving and obeying orders, describing the appearance of
an object, constructing an object from a description, and telling stories and jokes.
Wittgenstein { P1,§25] characterizes some of these activities {“commanding, question-
ing, recounting, chatting”} as “primitive forms of language,” and he says that they
“gre as much a part of our natural history as walking, eating, drinking, playing.”

29. Conversational analysis has diverged from many of Garfinkel’s initiatives. The
current literature in the area has increasingly dissociated itself from ethnomethodol-
ogy’s antipositivistic commitments. Nevertheless, particular studies can be reappro-
priated as precise examples for critical epistemic arguments {cf. Coulter 1989). The
basic themes and procedures of conversation analysis can also be mobilized for study-
ing the local production of scientific work {Garfinkel et al. 1981; Lynch 1985a;
Amann and Knorr Cetina 1988; Woolgar 1988b} and human-machine interaction
{Suchman 1987}. Analyzing tape-recorded shop talk in laboratories does not require
an aim to positively characterize scientific talk as a species of “speech exchange sys-
tem.” Recorded shop talk can be analyzed along with the graphic, photographic, and
ather documents produced in laboratory activities in order to deepen our access to
experimental and observational praxis. Structures of “talk” per se are incidental, al-
though indispensable, for such a study.
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local achievements. There is no room in such a universe for a master
theorist to narrate the thematics of an overall social structure. In-
stead the best that can be done is to closely study the particular sites
of practical inquiry where participants’ actions elucidate the grand
themes {e.g., of rationality, agency, structure, and meaning} as part
of the day’s work. Of particular interest for the present discussion
are ethnomethodological studies of scientists’ and mathematicians’
practices. In this body of research, the questions Garfinkel and
Sacks raise on how formulations arise within practical activities re-
main much livelier than in conversational analysis.

It might initially seem that such formulations as maps, diagrams,
graphs, textual figures, mathematical proofs, and photographic docu-
ments differ significantly from the formulations of activity Garfin-
kel and Sacks discuss. Maps, after all, represent objective terrain and
territory and proofs demonstrate the logical grounds for mathemati-
cal functions. They are not in any precise sense used as formulations
of ““what we are doing.” But to treat maps and proofs as isolated
pictures or statements ignores the activities that compose and use
them. To analyze a document’s use does not discount its referential
value, but it does demolish suppositions about the essential differ-
ence between formulations of “things’ and formulations of “our
activities.” For example, take the following conversation recorded
during a session where two laboratory assistants {] and Bj review
some electron microscopic data they prepared, while the lab director
{H} locks on and comments {Simplified version of transcript from
Lynch 19854, 25253}

J: If you look at this stuff it—things that are degenerating are very
definite, and there’s no real question about it.

B: That's the thing that really blew me out. Once T was looking at the
three-day stuff, and the terminals were already phagocytized by the
uh, by the glia.

J: Oh yeah, there are some like that now.

{Three seconds of silence)

H: Yeah, I'm not worried about that. It’s the false positives that worry
me.

J: Yeah, yeh.

H: Like this.

J: Oh yeah, well that one—I didn’t mark I don’t think—You know I
just put a little X there, because that’s marginal, but this one locks
like it has a density right there,

H: Yeah, and this one locks pretty good.

Roughly characterized, the fragment starts when } assesses the
analytic clarity of the data he and B have just finished preparing.
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B then supports J’s assessment with a comparison to other data. He
expresses a worry that challenges what the two assistants have just
szid, and | then fends off the challenge by simultaneously explicat-
ing details of the document and his method for preparing it. The
fragment ends as H begins to accede to s assessment. The inter-
change continues well beyond the transcribed fragment {see Lynch
1985a, 250ff. for additional details].

Without going into a detailed analysis of the fragment, let me just
mention a few points relevant to the current question about for-
mulations of things. The participants say things about the electron
microscopic photographs they inspect together. These references in-
clude at least the following:

1. J’s initial references to “this stuff’’ and to “degenerating” organelles
of the brain tissue presumably resulting from an experimental
lesion

2. B’s comparison of the present materials to “three-day stuff,” where
“three” formulates the number of days between the lesion and the
sacrifice of the animal

3. B’s reference to phagocytosis, a process through which glial cells
are said to “clean up’ degenerated tissue following brain injury

4. H’s “worry” ahout “false positives,”” which in the present instance
can be understood as visible profiles of organelles that should ap-
pear to be degenerating but look normal in the micrographs

5. J's mention of the “little X" he says he marked on the surface of
the micrograph to denote a “marginal” entity

6. H's assessment that “this one” looks “pretty good”

Each of these references to things makes one point or another
about the materials being inspected. Some references seem to point
to visibly discriminable features of the data: instances of “degener-
ating” axon profiles {1), of a “marginal” case {5), and of a “this
one’ that looks “pretty good” {6). And these indicator terms may be
accompanied by the characteristic gestures of ostension. Other re-
ferences invoke temporal and conceptual horizons of the particular
case at hand (e.g., B’s references to other cases and phagocytosis {2,

30. My glosses on what these indexical expressions “refer to” were not generated
from the transcribed text alone and rely upon my ethnography of the lab’s common
techniques and vernacular usage. Their intelligibility for this analysis hinges upon
my {rather tenuous in this case} grasp of the disciplinary specific practices studied,
above and beyond any ethnomethodelogical expertise [ put to use in the study. To
mention the tenuousness of my glossing practices is not, contrary to Latour’s {1986)
criticisms of my {1985a] text, a mea culpa about my ignorance as a brain scientist so
much as a reminder that what I have to say about the practices is—whether ade-
quate, inadequate, or trivial—an extension of the competency described.
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3] and C’s mention of a possible methodological problem [4]). Still
others, for example, |'s reference to “this stuff”” {1}, seem to point
with a thick and hazy finger, which may indicate any of several
things. “This stuff” could indicate the entire micrographic display,
a delimited feature within the frame of the document, a series of
comparable micrographs, various analytic indices and markings, or
a characteristic phenomenon. But the parties do not take time out
to clarify such references {except when challenged to do so), and this
is not because an occult process supplies them with mental images
of what the indicator terms “stand for”. Moreover, each of the suc-
cessive references to things is included within utterances that make
a point vis-a-vis a local context of utterances and activities.

From this example we can see that references to things act simul-
taneously as references to (and within) gctivities. The participants
do not act like talking machines, emitting nouns that correspond to
pictorial details. Their references implicate the adequacy of J’s and
B’s work and the success of the project [that is, the references to
“definite” features of the data imply that things are going well, that
2 discriminable phenomenon seems to be emerging in the data). In
this case the general argument that Garfinkel and Sacks made about
formulations of activities is no less pertinent to formulations of
things in laboratory discourse.

If we recall once again the contrasts between the skepticist and
antiskepticist readings of Wittgenstein’s number series argument,
we can now bring into relief how ESW's program extends Wittgen-
stein in a very different way from SSK’s. The skepticist reading
treats the rule as a representation of an activity which fails to ac-
count uniquely for the actions done in accord with it. The skeptical
solution invokes psychological dispositions and/or extrinsic social
factors to explain how an agent can unproblematically extend the
rule to cover new cases. The nonskepticist reading treats the rule as
an expression in, of, and as the orderly activity in which it occurs.
The rule formulates an orderly activity insofar as order is already
produced within the activity, and the rule’s use elaborates that
order.

As discussed above, Garfinkel and Sacks treat indexicality as a
chronic problem for logicians and social scientists in their attempts
to objectively represent linguistic and social activities. This prob-
lem disappears for ethnomethodology, not because it is solved or
transcended, but through a shift in the entire conception of lan-
guage. As Garfinkel and Sacks elaborate in their discussion of “the
rational properties of indexical expressions,” such expressions are
the very stuff of clear, intelligible, understandable activities. From
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their point of view, indexicality ceases to be a problem except under
delimited circumstances. A sense of it as an ubiquitous “method-
ological horror” {Woolgar 1988a) only accrues when indexical ex-
pressions are treated as tokens isolated from their meanings.®
Insofar as scientists and mathematicians use such expressions as
part of a nexus of routine activities, they do not so much manage or
evade indexicality by some rhetorical or interpretive strategy; the
general “horror” never arises in the first place. This is not to say
that scientists have no methodoiogical or epistemic problems, but
that such problems arise and are handled with variable success as
occasional {and sometimes “demonic”’} contingencies in the course
of disciplinary specific work.

Exemplary Debates 1: Bloor vs. Livingston on Mathematics

From Garfinkel and Sacks’s argument we can take the lesson that,
far from disturbing or forestalling efforts to formulate activities, “the
rational properties of indexical expressions” furnish an indispens-
able basis for the sense, relevance, success, or failure of any formu-

31. The “methodological horrors™ are a set of problems raised in a skeptical treat-
ment of representation. They include the indeterminate relationships between nuiles
and their applications, and between theories and experimental data. Woolgar {1988b,
172, 198-9% n.1} gives 2 methodological rationale for his general skepticism about
scientists’ representational practices. The policy of unrestricted skepticism licenses
the sociological cbserver to impute methodological horrors to practices that would
otherwise appear undisturbed. Part of the package Woolgar asks his readers to accept
is the picture of scientists endlessly laboring to evade or circumvent the problems a
skeptical philosopher could raise about their work. If this looks like a familiar move
in the game of ideology critique, it is no accident. Woolgar {1988a,101] states that
“science is no more than an especially visible manifestation of the ideology of repre-
sentation.” The latter he defines {99] as “the set of beliefs and practices stemming
from the notion that objects {meanings, motives, things} underlie or pre-exist the
surface signs {documents, appearances] which give rise to them.” His critique is
squarely atmed at scientific practice as well as a particular metaphysical view of
science, and he thus may seem liable to Hacking’s {1983,30) charge of conflating what
specialized scientists do with what philosophers of sciences would have them do. In
Waolgar's defense plenty of evidence can be mustered to show that when asked about
what they are demonstrating in their studies, many scientists give realist {whether
naive or otherwise] responses {cf. Gilbert and Mulkay 1984}. And it would not be off
base to say that scientists’ writings are a particularly realistic literary genre. But
while it may be appropriate to criticize the ideology, it is not at all clear whether such
criticisrus implicate the “vulgar competence” [Garfinkel et al. 1981,139] of scientists’
routine activities. And Woolgar's statement that science is “no more than” a mani-
festation of an ideology is particularly off the mark, given the demonstration {even in
some of his own studies] that the “ideology of representation’ is a rather thin and
often irrelevant account of scientists’ practices.
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lation. In cases where rules or related formulations are regarded as
rigorous, invariant, or even transcendental descriptions of activities,
the basis for their rigor is provided by the practices in which such
formulations are used. The contrast between this proposal and SSK’s
program becomes clear when we examine issues raised in Bloor’s
(1987} review of Livingston’s [1986) ethnomethodological study of
mathematicians’ work.

Livingston {1986, 1987} introduces a phenomenon he calls the
“pair structure’” of a mathematical proof.?* This involves a distinc-
tion between a “proof-account” (the textual statement of a proof’s
“schedule”} and “the lived-work of proving” {the course of activities
through which a “prover” works out the proof on any particular oc-
casion). In his demonstration of Gédel’s proof and a simpler proof
from Euclidean geometry, Livingston emphasizes the internal rela-
tion of proof-account to the lived-work of proving, such that neither
proof-account nor its associated lived-work stand alone. For a com-
petent mathematician, acting alone with pencil on paper or together
with colleagues at the blackboard, the proof-account comes to ar-
ticulate the lived-work of proving. Once worked through, it becomes
a “precise description” and “transcendental account” of the work of
proving.

The puzzling and amazing thing about the pair structure of a proof is
that neither proof-account nor its associated lived-work stand alone,
nor are they ever available in such a dissociated state. The produced
soctal object—the proof—and all of its observed, demonstrable prop-
erties, including its transcendental presence independent of the ma-
terial particulars of its proof-account, are available in and as that
pairing. A prover’s work is inseparable from its material detail al-
though, as the accomplishment of a proof, that proof is seen to be
separable from it. {Livingston 1987,136-37)

The relation to the antiskepticist reading of Wittgenstein should
be obvious. Livingston avoids the “question contain[ing| a mistake”

32. Livingston develops Garfinkel’s theme of “Lebenswelt pair” [ef. Garfinkel et
al. 1989,123-24]. The “pair” consists in a “first segment” {e.g., the proof statement
in Livingston’s example]j and the *‘lived’ work-site practices—'the work’—of proving
the theorem.” In this treatment I am glossing over many of the intricacies, and par-
ticularly one of the features Garfinkel et al. {1989,121ff.} and Livingston {1986] take
pains to point out: that the “pair structure” is not simply another example of for-
mulations and activities. They raise the possibility that the Lebensweit pair occurs
only in mathematics and other “discovering sciences of practical action.” To assess
this rather bold proposal would take more than I am ready to muster here. It should
be clear, however, that they are not proposing to exempt mathematics and physical
science from ethnomethodological study.
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by insisting that the intelligibility of a proof statement does not
stand isclated from the practices of proving. The lived work the
proof formulates, while it is nothing other than mathematicians’
work, is at the same time a social phenomenon. “One of the conse-
quences of the discovered pair structure of proofs is that the proofs
of mathematics are recovered as witnessably social objects. This is
not because some type of extraneous, non-proof-specific element
like a theory of ‘socialization’ needs to be added to a proof, but be-
cause the natural accountability of a proof is integrally tied to its
production and exhibition as a proof” (Livingston 1987,126).

In his extensive and in some ways trenchant review of Living-
ston’s [1986) volume, Bloor {1987] raises a set of objections that
clearly expose the differences between his approach and ethnometh-
adology’s. He enlists Wittgenstein on his side of the fray, but as I
shall argue, he does so at great risk to his own position. Bloor chides
Livingston for having made no mention of Wittgenstein and then
lectures him about what he should have known about Wittgen-
stein’s “social theory of knowledge.” While doing so, Bloor fails to
grasp how strongly Livingston's treatment accords with an antiskep-
ticist reading of Wittgenstein. To be sure, Livingston fails to men-
tion Wittgenstein in his {1986) volume, and in his subsequent book
{1987,126ff.) he mentions Wittgenstein only in relation to a particu-
lar example. However, both texts make use of what [ would argue
are Wittgensteinian arguments mediated by Garfinkel’s teachings.
Bloor {1987,341) characterizes Livingston’s position as follows:

The amazing feat of creating universally compelling, eternal math-
ematical truths is managed entirely by what goes on, say, at the
blackboard. f we examine the precise details we will see how tran-
scendence is accomplished then and there. We don’t need to enquire
into the surroundings of the episode, or into the possibility that the
feat depends on something imported into a situation from the sur-
roundings. That would be to involve non-local features and circum-
stances beyond the “worksite.”

Livingston can, of course, only fail by Bloor’s reckoning. Bloor
points out that Livingston refers to “familiar” aspects of a proof,
thereby implying a wider horizon of accepted arguments and com-
mon tendencies among mathematicians. But to count this against
Livingston is to miss the point of his focus on the internal relation
between a proof statement and the lived work of proving. What Liv-
ingston aims to demonstrate is that the lived work of proving {the
public production of mathematics at the blackboard, or with pencil
and paper) generates the proof statement’s precise description of that

245



ARGUMENTS

selfsame activity. In retrospect there is no better formulation than
the proof statement itself, although its adequacy is established not
by any referential function of the statement but through the lived
activity of proving. Or if a better formulation is to be developed, it
arises from the historicity of mathematicians’ activities. This, of
course, implicates a communal setting of “quiet agreements” and
orderly practices {Malcolm 1989). But this is not enough for Bloor,
since there is no sociological explanation in Livingston’s demonstra-
tion. Bloor {1987,353—54} argues that the seeds of such an explana-
tion are found in Wittgenstein’s later philosophy:

Wittgenstein, despite what is sometimes said, elaborated a theory. He
argued that constructing mathematical proofs could be understood as
a process of reasoning by analogy. It involves patterns of inference that
were originally based on our experience of the world around us, and
which have come to function as paradigms. They become convention-
alized, and begin to take on a special aura as a result. We think that
mathematics shows us the essence of things but, for Wittgenstein,
these essences are conventions | RFM, 1-74]. We might say that in Witt-
genstein, Mill’s empiricism is combined with Durkheim’s theory of
the sacred.

In a very basic way, Bloor’s Wittgensteinian critique of Livingston
might as well be a critique of Wittgenstein. If Livingston fails to
state a social scientific theory and fails to explain mathematical
practice, so too does Wittgenstein fail as a matter of explicit policy:

It was true to say that our considerations could not be scientific
ones. . . . And we may not advance any kind of theory. There must not
be anything hypothetical in our considerations. We must do away
with all explanation, and description alene must take its place. And
this description gets its light, that is to say its purpose, from the philo-
sophical problems, These are, of course, not empirical problems; they
are solved, rather, by looking into the workings of our language, and
that in such a way as to make us recognize those workings: in despite
of an urge to misunderstand them. The problems are solved, not by
giving new information, but by arranging what we have always
known. Philosophy is a battle against the bewitchment of our intelli-
gence by means of language. (Wittgenstein PL§109}

Far from offering a “social theory of knowledge” in line with the
dream of classical sociology, Wittgenstein here disavows science,
theory, and explanation. Ethnomethodology also eschews the most
basic elements of scientific sociology: its explanatory aims, its dis-
ciplinary corpus, and its definition of society. In that sense, ethno-
methodology “‘extends” Wittgenstein without having to repudiate
his challenge to scientism and foundationalism.
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In recommending description rather than explanation, Wittgen-
stein took into account that a description is not a “word-picture of
the facts,” and that descriptions “are instruments for particular
uses’ {P1,§291). He did not propose to deliver singularly correct de-
scriptions of language use. Instead he advocated a kind of “reflexive”
investigation, where philosophy’s problems are addressed by “look-
ing into the workings of our language.” In the final section of this
paper I shall return to this proposal to suggest how ethnomethodol-
ogy develops a distinctive empirical approach. Before that T will re-
view yet another debate between SSK and ESW. This debate
concerns the phenomenon of scientific discovery.

Exemplary Debates 2: Collins vs. Garfinkel et al. on Discovery

Established mathematical procedures may not be the most apt ex-
emplars of scientific practice. As Galison {1987,11} points out, “it is
unfair to look to experimental arguments for ironclad implications
and then, upon finding that experiments do not have logically im-
pelled conclusions, to ascribe the experimentalists’ beliefs entirely
to ‘interests.” But who would have thought experiments were like
mathematics?”” Of course advocates of the strong program are quite
comfortable with treating mathematics in the same (skepticist-
relativist] terms as they do experimental reasoning. The problem is
that conventionalist arguments about rile following do not so readily
apply to novel experimental or observational procedures. Discover-
ies tend to be surrounded by circumstances a great deal “noisier”
than the “silent agreements’ supporting established mathematical
practices. Controversies surrounding discovery claims may occa-
sionally verge upon a confusion of tongues. But when we consider a
particular discovery, not as the implementation of a conventional
procedure, but as an object or phenomenon—as the thing of “law”
to which the discovery is referenced—we can draw a stronger anal-
ogy with mathematical practices. Realist philosophers explain ob-
servational and experimental results by citing the evident properties
of the discovered object, just as Platonists explain mathematical
practice in reference to ideal mathematical forms. Neither SSK or
ESW accepts such “objective’” determinacy, but there are significant
differences between their treatments of discovery. Again, these can
be considered in light of the skepticist and nonskepticist readings of
Wittgenstein. In this instance I will focus on Harry Collins’s criti-
cisms of an ethnomethodological study of a discovery by Garfinkel,
Lynch, and Livingston. Garfinkel et al. [{1981,131-32} begin their
article as follows:
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On the evening of the discovery of the optical pulsar at Steward Ob-
servatory, January 16, 1969, by John Cocke, Michael Disney, Don Tay-
lor and Robert McCallister, a tape recording in which they reported
their series of observations was left running and before it ran out re-
corded the evening’s “conversations” from Observation 18 through
23. This unique document ... was made available for our examina-
tion. The tape was transcribed by us using the conventions of conver-
sational analysis.

The article raises the question, “What does the optically discov-
ered pulsar consist of as Cocke and Disney’s night’s work?”3 The
basic structure of the argument is similar to Livingston’s {1986}
Garfinkel et al. draw a distinction between the “Independent Gali-
lean Pulsar” (IGP) and “the local historicity of the night’s work”
The IGP is the pulsar that by night’s end is assigned an identity and
set of astrophysical properties [e.g., NP 0532, with an optical period
of 0.033095 sec., a primary and secondary peak of measurable inten-
sities, etc.). Conventionally speaking, the IGP formulates the sub-
stantive discovery Cocke et al. make. In contrast to astrophysicists’
usage, Garfinkel et al. speak of the IGP as a “cultural object” which

33. The “optically discovered pulsar” is Garfinkel et al.’s way of speaking of the
intertwining of the astronomers’ work and its astrophysical object. It contrasts to
the “independent Galilean pulsar” {IGP] given standing in the astrophysicists’ uni-
verse. Pricr to 1969, radio astronomers had identified a class of objects they called
“pulszrs.” These were point sources whose radio emissions pulsated at many-times-
per-second frequencies. The initial discovery of the radio pulsars gave rise to con-
siderable theoretical speculation and some very interesting stories (see Edge and
Mulkay 1976; Woolgar 1976). None of the forty or so radio pulsars that had been
identified by 1969 had been correlated with 2 visible {optical] source, and some astro-
physicists calculated that the energies from pulsars would not be visible in optical
wavelengths. Cocke, Disney, and Taylor, all from the University of Arizona at the
time, collaborated on a project in which they used a relatively small telescope on Kitt
Peak (Steward Observatory] hooked up to an electronic gadget that could be set at
measured frequencies to record regular fluctuations in a light source. None of the
three astronomers was very experienced in practical astronomical observation, and
they later claimed that they had very little expectation of discovering anything. They
guessed that the most likely sources of optical pulsars would be at the core of super-
nova remnants. Since one radio pulsar with an especially high frequency had been
recorded near the Crab Nebula, they decided to set their telescope on a star believed
to be the core of that exploding cloud of gas. After several unsuccessful runs over a
few nights, on 16 January they set their telescope and electronic accumulator at the
estimated frequency and then watched to see a pulse built up on their oscilloscope
screen. Taylor was not on hand when the tape was recorded. McCallister, the night
assistant at Steward Observatory, was present at the time, but virtually all the con-
versation on the tape occurs between Cocke and Disney. Garfinkel et al. collected
observational logs and notes, read relevant publications on pulsars, and interviewed
two of the participants {Cocke and Taylor|. The study therefore was not limited to an
analysis of the tape recording.
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is “extracted” from a succession of observational runs with the op-
tical and electronic equipment. They neither dispute nor adopt the
claim that the IGP comes to stand as “the cause of everything that
is seen and said about it” {138]. For the astronomers on the tape, the
I